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1) INTRODUCTION
Gesture recognitionis a topic in computer science and language technology with the goal of interpreting human gestures via mathematical algorithms. Gestures can originate from any bodily motion or state but commonly originate from the face or hand. Current focuses in the field include emotion recognition from the face and hand gesture recognition. Many approaches have been made using cameras and computer vision algorithms to interpret sign language. However, the identification and recognition of posture, gait, proxemics, and human behaviors is also the subject of gesture recognition techniques.[1]
Gesture recognition can be seen as a way for computers to begin to understand human body language, thus building a richer bridge between machines and humans than primitive text user interfaces or even GUIs (graphical user interfaces), which still limit the majority of input to keyboard and mouse.
Gesture recognition enables humans to interface with the machine (HMI) and interact naturally without any mechanical devices. Using the concept of gesture recognition, it is possible to point a finger at the computer screen so that the cursor will move accordingly. This could potentially make conventional input devices such as mouse, keyboards and even touch-screens redundant.
Gesture recognition can be conducted with techniques from computer vision and image processing.
Since the time I’ve wrote my first article about motion detection, I’ve got a lot of e-mails from different people around the world, who found the article quite useful and found a lot of applications of the code in many different areas. Those areas included simple video surveillance topics to quite impressive applications, like lasergesture recognition, detecting comets with telescope, detecting humming-birds and making camera shots of them, controlling water cannons and many others.
In this article, I would like to discuss one more application, which uses motion detection as its first step, and then does some interesting routines with the detected object – handsgesturerecognition. Let’s suppose we have a camera which monitors an area. 
When somebody gets into the area and makes some handsgestures in front of the camera, the application should detect the type of thegesture, and raise an event, for example. When a hands gesture is detected, the application could perform different actions depending on the type of the gesture. For example, a gesture recognition application could control some sort of device, or another application sending different commands to it depending on the recognized gesture. What type of hands gestures are we talking about? The particular application which is discussed in the article can recognize up to 15 gesture, which are a combination of four different positions of two hands – hand is not raised, raised diagonally down, diagonally up, or raised straight.


Hand gesture recognition
On the difference image, it is possible to see the absolute difference between two images – whiter areas show the areas of higher difference, and black areas show the areas of no difference. The next two steps are:
1. Threshold the difference image using the Threshold filter, so each pixel may be classified as a significant change (most probably caused by a moving object) or as a non-significant change.
2. Remove noise from the threshold difference image using the Opening filter. After this step, the stand alone pixels, which could be caused by noisy camera and other circumstances, will be removed, so we’ll have an image which depicts only the more or less significant areas of changes (motion areas).




Hand gesture recognition

[image: Hands Gestures Recognition]

2) HISTORY
The history of gesture: from Renaissance elbow to Trudeau shrug
by Robert Fulford
(Globe and Mail, August 28, 1999)
A few years ago, a Baltimore art historian named Joaneath Spicer came up with a phrase I expect I'll cherish forever -- "the Renaissance elbow." She wasn't suggesting that the Renaissance created a new kind of elbow, the way it created new kinds of art. She was explaining that, in the Renaissance, portrait painters began to depict men who used their elbows to make themselves impressive. Spicer was using art to advance a subject on which everyone is something of an expert and most of us are also pretty ignorant: the meaning of gesture. We all make gestures and we all understand them at some level, but we lack the language to talk about them. Computer scientists, bounding ahead of the rest of us, are now teaching computers "gesture recognition," so they can respond to the wave of a hand. 
[bookmark: _GoBack]The word "gesture" means the expression of a thought or feeling by the movement of hands, arms or body. People have been studying it for millenniums, and modern social scientists have often tried to analyze the way individuals and cultures make themselves understood physically. As early as 1930, one scholar called himself a "gesture-theorist." In recent decades, we have learned to speak of "body language," and we have books such as Desmond Morris's Gestures. But the subject remains vague and scattered, partly because there are few trustworthy accounts of the gesture in history. 
Spicer's article, The Renaissance Elbow, appeared in a collection of essays, A Cultural History of Gesture, edited by Jan Bremmer and Herman Roodenburg. Spicer explained that, in the Renaissance, artists began painting men with "arms akimbo" -- hands on hips, elbows bent outward. It began in Italy, like so much else, and spread north between 1500 and 1650. It became part of the body language of self-possession and a newly developing form of individualism, the prerogative of princes and other grandees. It signaled boldness or control. When artists in the Netherlands began to use it, they produced what Spicer calls, in another admirable phrase, "an explosion of male elbows." 
About the same time, Renaissance authors were writing of gesture as a matter of civility and national pride. A book on manners published in England in 1540 advised readers not to shrug their shoulders, "as we see in many Italians." By then, it was already assumed that southern Europeans gestured far more than northerners, an idea still widely believed. To put it in extreme terms: Northerners gesture only when words fail them; southerners speak only when gestures fail them. 


3) FEATURES
In general, gesture recognition has many potential uses. Hand gesture recognition can be used in scientific research, construction, and any situation where user and machine must be separated, such as dangerous areas suited to mechanical exploration. Gesture recognition can be used in creating adaptable assistive technologies for persons with various physical and sensory handicaps. There are several communicative applications, such as sign language recognition. Pure facial gesture recognition can be used to great effect for purposes related to personal security and law enforcement.
Gesture Recognition Review: Overview of quality Internet resources, published studies, and books pertaining to all forms of gesture recognition. Pieces cover current research and applications as well as projections of future directions in the field.
“Television Control by Hand Gestures”: Report by Mitsubishi Electric Research Laboratories on a method of remotely controlling a television using only hand gestures.
“Gesture Recognition in Virtual Reality Environments”: Discusses the challenges and current frontiers of gesture recognition for fully immersive entertainment environments. Part of the Encyclopedia of Virtual Environments produced as part of a course at Washington University.
“Gesture Recognition in Acoustic-Based Touch Interfaces”: Detailed, illustrated step-by-step analysis of a system for controlling machines through finger and hand gestures that produce specific sounds against a surface.
“Extending an Existing User Interface Toolkit to Support Gesture Recognition”: From the College of Computer Science at Carnegie Mellon University, a brief introduction to the challenges of expanding current user interfaces with gesture recognition.
“A Wearable Camera System for Gesture Recognition”: Research pertaining to interpreting pointing-type gestures using a novel application of camera technology. From Washington University in St. Louis.
Sign Language Recognition
Sign language recognition is one of the most promising sub-fields in gesture recognition research. Effective sign language recognition would grant the deaf and hard-of-hearing expanded tools for communicating with both other people and machines. In order to realize this technology, researchers must devise methods to capture and record both individual hand positions and the motions that create them for a constant, fluid, and accurate interpretation of sign language. Because of its potential therapeutic and social justice benefits, sign language recognition is one of the most pursued subfields in gesture recognition research.
“Automated Sign Language Recognition: Past, Present, and Future”: Notes from a talk given at Gallaudet University about the future of sign language recognition technology. Includes several movies that serve as companion pieces to the text.
Mobile Sign Language Recognition Research Group: Research group from Georgia Technical College that includes several published research papers as well as news, profiles, and other resources.
“Real-Time American Sign Language Recognition From Videos”: Describes a system of sign language recognition using Hidden Markov Models, a particular kind of dynamic statistical model.
Research: Sign Language Recognition: Information and a huge list of research publications pertaining to sign language recognition, compiled in association with the Department of Computer Science at RWTH Aachen University in Germany.
“Real-Time ASL Recognition Using Desk and Wearable Computer-Based Video”: Research from MIT’s Media Library detailing Hidden Markov Models for sign language interpretation to obtain a 95%-97% accuracy rate.
“Automation of Arabic Sign Language Recognition Using PowerGlove”: Research on Arabic sign language computation using a specialized electronic glove for direct interaction without a separate input interface.
“Sign Language Recognition and Translation”: Interdisciplinary overview of the various approaches to sign language recognition and the possible applications. Written by a researcher at the University of North Texas; serves as an accessible overview and definition of the key terms and modes of research.
  4) TYPES OF TECHNOLOGYs
a).net
b)And very high gesture recognition algorithms

Motion detection and object extraction
Before we can start with hands gesture recognition, first of all, we need to recognize the human’s body which demonstrates the gesture, and find a good moment when the actual gesture recognition should be done. For both these tasks, we are going to reuse some motion detection ideas described in the motion detection article.
Hands Gesture Recognition
Now, when we have detected an object to process, we can analyze it, trying to recognize a hands gesture. The hands gesture recognition algorithm described below assumes that target object occupies the entire image, but not part of it:
[image: Sample object to recognize]
The idea of our hands gesture recognition algorithm is quite simple, and 100% based on histograms and statistics, but not on things like pattern recognition, neural networks, etc. This makes this algorithm quite easy, in terms of implementation and understanding.
The core idea of this algorithm is based on analyzing two kinds of object histograms – horizontal and vertical histograms, which can be calculated using the HorizontalIntensityStatistics and VerticalIntensityStatistics classes:
[image: Horizontal and Vertical histograms]
We are going to start the hands gesture recognition from utilizing the horizontal histogram since for the first step, it looks more useful. The first thing we are going to do is to find areas of the image which are occupied by hands, and the area, which is occupied by the torso.
Let’s take a closer look at the horizontal histogram. As it can be seen from the histogram, the hands’ areas have relatively small values on the histogram, but the torso area is represented by a peak of high values. Taking into account some simple relative proportions of the human body, we may say that the human hand thickness can never exceed 30% percent of the human body height (30% is quite a big value, but let’s take this for safety and as an example). So, applying a simple threshold to the horizontal histogram, we can easily classify the hand areas and the torso area:








. 5)ADVANTAGEs & DISADVANTAGEs
Advantages:
· Gesture recognition is useful for processing information from humans which is not conveyed through speech or type. As well, there are various types of gestures which can be identified by computers.
· a) Sign language recognition. Just as speech recognition can transcribe speech to text, certain types of gesture recognition software can transcribe the symbols represented through sign language into text.
· b) For socially assistive robotics. By using proper sensors (accelerometers and gyros) worn on the body of a patient and by reading the values from those sensors, robots can assist in patient rehabilitation. The best example can be stroke rehabilitation.
· c) Directional indication through pointing. Pointing has a very specific purpose in oursociety, to reference an object or location based on its position relative to ourselves. The use of gesture recognition to determine where a person is pointing is useful for identifying the context of statements or instructions. This application is of particular interest in the field of robotics. 
· d) Control through facial gestures. Controlling a computer through facial gestures is a useful application of gesture recognition for users who may not physically be able to use a mouse or keyboard. Eye tracking in particular may be of use for controlling cursor motion or focusing on elements of a display.
· e) Alternative computer interfaces. Foregoing the traditional keyboard and mouse setup to interact with a computer, strong gesture recognition could allow users to accomplish frequent or common tasks using hand or face gestures to a camera. 
· f) Immersive game technology. Gestures can be used to control interactions within video games to try and make the game player's experience more interactive or immersive.
· g) Virtual controllers. For systems where the act of finding or acquiring a physical controller could require too much time, gestures can be used as an alternative control mechanism. Controlling secondary devices in a car, or controlling a television set are examples of such usage. 
· h) Affective computing. In affective computing, gesture recognition is used in the process of identifying emotional expression through computer systems.
· i) Remote control. Through the use of gesture recognition, "remote control with the wave of a hand" of various devices is possible. The signal must not only indicate the desired response, but also which device to be controlled.
· Disadvantages:
· a) The disadvantage is in edibility, in that only those postures it was designed for can be
recognized. ... To approach gesturerecognition using a template matching scheme,
gestures would have to be recognized as sequences of postures.
· b) The disadvantage of model-based approaches is typically the computational complexity.
· c) the another  disadvantage in sound recognition is the requirement of noise-free image segmentation, which is a difficult task.
6) APPLICATIONS
· a)Hand Gesture Based Applications:
· Computer Interface
· A 2D/3D input device (Hand Tracking)
· Translation of gestures to commands
· More natural interface for 3D design applications
· Aid for disabled and deaf people
· Sign language analysis, translation
· Sign language teaching
· Using multimodality to enable communication between disabled people
· Entertainment
Applications involving hand gesture recognition, from computer games to sound and image design applications.
· Replace mouse and keyboard
· Pointing gestures
· Navigate in a virtual environment
· Pick up and manipulate virtual objects
· Interact with a 3D world
· No physical contact with computer
· Communicate at a distance
· More robust recognition in the case of hand shadows on walls;
· Handling of dynamic scenes, where different kinds of motions may occur behind the main object.


7) PRESENT SYSTEM
As of 2005[update], most programs do not support gestures other than the drag operation. Each program that recognizes pointing device gestures does so in its own way, sometimes allowing for very short mouse movement distances to be recognized as gestures, and sometimes requiring very precise emulation of a certain movement pattern (e.g. circle). Some implementations allow users to customize these factors.
Some video games have used gestures. For example, in the Mythreal-time tactics series, originally created by Bungie Software, players use them to order battlefield units to face in a desired direction. Another game using gestures is Lionhead'sBlack & White. The game ArxFatalis uses mouse gestures for drawing runes in the air to cast spells. Several NintendoWii games take advantage of such a system. Ōkami uses a system similar to mouse gestures; the player can enter a drawing mode in which the shape they create (circle, lightning bolt, line, etc.) performs a function in the game such as creating a bomb or changing the time from night to day. Another example is Silver where basic mouse gestures actually map attack moves and such in real-time combat.
The Opera web browser has recognized gestures since version 5.10 (April 2001) but this feature was disabled by default. Opera browser also supports mouse chording which serves a similar function but doesn't necessitate mouse movement. First browser that used advanced mouse gestures (in 2002) was Maxthon where highly customizable interface allowed to assign almost every action to one of 52 mouse gestures and few mouse chords. Several mouse gesture extensions are also available for the Mozilla Firefox browser. These extensions use almost identical gestures as Opera.
Some tools provide mouse gestures support in any application for Microsoft Windows. KDE includes universal mouse gesture support since version 3.2.
Since the gesture recognition market is still in its early stages, there are a variety of suppliers around the world that are just emerging as key players. To create a gesture recognition system today, there are multiple companies that own different parts of the build that are then coordinated by the end hardware manufacturer.  
JDSU is an example of a company that supplies key technologies for gesture recognition systems that include high-performance diodes, or light source technology, and optical coating technology. These technologies detect and extract information from a person’s movements so that it can be incorporated into a system such as a computer or TV.  
Another part of the supply chain includes suppliers that create high-speed integrated circuits to process all the data such as Applied Micro, Analog Devices, Motorola and Texas Instruments.  
Then there are companies that integrate all of the required components to make final gesture recognition sensors in massive quantities. Many of these integrators are in Asia and include eLaser, Foxconn, and Hitachi and Tessera. Companies like PrimeSense and Optrima come into play by providing the secret sauce, or IP design for overall gesture recognition systems.
At the end of the supply chain are major multinational companies in gaming, TV, computing and smart phones who sell customized end products to consumers.  Microsoft is the first company to make noise about gesture recognition, and you can expect to hear from other well known companies soon. Microsoft has deemed gesture recognition important enough for two acquisitions, one with Israeli-based 3DV Systems in 2009 and one with California-based Canesta (announced in October 2010).
If you look at the size of the gaming, computing, home entertainment, and mobile phone industries, future business opportunities for gesture recognition are expansive. There are multiple billions of dollars to be made as the technology evolves and companies figure out how to tap these markets. Second and third generation versions of gesture recognition technology are already in the works.
The biggest challenge gesture recognition providers will face is supporting a high volume consumer market while keeping costs down. For example, if smart phone companies decide to put gesture recognition technology in every phone, the supporting suppliers will need to come up with new supply chain approaches that keep pace with rapid demand
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9) CONCLUSION
· Robust against similar postures in different light conditions and backgrounds
· Fast detection process, allows the real time video application with low cost sensors, such as PC and USB camera
Hand gestures detection and recognition technique for international sign language has been proposed and neural network was employed as a knowledge base for sign language. Recognition of the RGB image and longer dynamic sign sequences is one of the challenges to be look into this technique. The experimental results show that the system prototype S2V has produced satisfactory recognition rate in the automatic translation of sign language to voice. For future research, we propose Hidden Markov Model (HMM) to detect longer sequences in large sign vocabularies and shall integrate this technique into a sign-to-voice system, or vice-versa, to help normal people to communicate more effectively with mute or hearing impaired people.
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