Optimizing the Throughput of Data-Driven Peer-to-Peer Streaming
Abstract
We propose a new architecture for on-demand media streaming centered around the peer-to-peer (P2P) paradigm. The key idea of the architecture is that peers share some of their resources with the system. As peers contribute resources to the system, the overall system capacity increases and more clients can be served. During recent years, the Internet has witnessed a rapid growth in deployment of data-driven (or swarming based) peer-to-peer (P2P) media streaming. In these applications, each node independently selects some other nodes as its neighbors (i.e., gossip style overlay construction) and exchanges streaming data with the neighbors (i.e., data scheduling). To improve the performance of such protocol, many existing works focus on the gossip-style overlay construction issue. However, few of them concentrate on optimizing the streaming data scheduling to maximize the throughput of a constructed overlay. In this paper, we analytically study the scheduling problem in data-driven streaming system and model it as a classical min-cost network flow problem. We then propose both the global optimal scheduling scheme and distributed heuristic algorithm to optimize the system throughput. Furthermore, we introduce layered video coding into data-driven protocol and extend our algorithm to deal with the end-host heterogeneity. The results of simulation with the real-world traces indicate that our distributed algorithm significantly outperforms conventional ad hoc scheduling strategies especially in stringent buffer and bandwidth constraints.
Existing System

· Currently we using two approaches for online media streaming called unicast based approaches and multicast based approach. 

· There are two approaches that use unicast for on-demand streaming centralized content distribution networks (CDN).

· In the centralized approach we have maintaining the powerful server, this approach is easy to deploy and manage. But the scalability process leads to the failure in the network. 

· There are two other critical, but less obvious, disadvantages of the centralized approach: high cost and load on the backbone network.

· On the negative side, this approach requires deploying and managing proxies at many locations. While deploying proxies increases the overall system capacity, it multiplies the cost. The capacity is still limited by the aggregate resources of the proxies.

· In multicast they have following two techniques network level and application level in both they constructing the network in the tree and client act as a leaf. 
Dis-advantage of the Existing System
· Disadvantages of the centralized approach: high cost and load on the backbone network.

· On the negative side, this approach requires deploying and managing proxies at many locations. While deploying proxies increases the overall system capacity, it multiplies the cost. The capacity is still limited by the aggregate resources of the proxies.

· In multicast they have following two techniques network level and application level in both they constructing the network in the tree and client act as a leaf. 
Proposed System
· We propose the scheduling problem in data-driven streaming system and model it as a classical min-cost network flow problem. 
· We then propose both the global optimal scheduling scheme and distributed heuristic algorithm to optimize the system throughput. 
· Furthermore, we introduce layered video coding into data-driven protocol and extend our algorithm to deal with the end-host heterogeneity.
· We present our analytical model and corresponding solutions to tackle the block scheduling problem in data-driven protocol.
· We first model this scheduling problem as a classical min-cost network flow problem and propose a global optimal solution in order to find out the ideal throughput improvement in theory.
· Since this solution is centralized and requires global knowledge, based on its basic idea, we then propose a heuristic algorithm that is fully distributed and asynchronous with only local information exchange.
Advantages
· This scheduling problem as a classical min-cost network flow problem and propose a global optimal solution in order to find out the ideal throughput improvement in theory.
· Since this solution is centralized and requires global knowledge, based on its basic idea, we then propose a heuristic algorithm that is fully distributed and asynchronous with only local information exchange.
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