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Chapter 1                                         
Introduction

            Recent and anticipated changes in technology arising from the convergence of communications and computing are truly breathtaking, and have already had a significant impact on many aspects of life. Banking, stock exchanges, air traffic control, telephones, electric power, health care, welfare and education are largely dependent of information technology and telecommunications for their operation. We are moving towards the point where it is possible to assert that everything depends on software.
            The increased capacities of information systems today come at the cost of increased vulnerability. Information technology has begun to produce criminal opportunities of a variety that the brightest criminals of yore couldn't even begin to dream about.
            Intrusion-detection systems collect information from a variety of vantage points within computer systems and networks and analyze this information for symptoms of security breaches. Intrusion-detection and vulnerability-assessment technologies allow organizations to protect themselves from losses associated with network security problems. Intrusion-detection is the logical complement to network firewalls, extending the security management capabilities of system administrators to include security audit, monitoring, attack recognition, and response.

1.1  Cyber Crime
         Cyber crime or e-crime or high-tech crime generally refers to criminal activity where network is the target or place of crime. The term cyber crime is used to describe criminal activity in which the computer or network is the necessary part of the crime.
            Cyber crime can broadly be defined as criminal activity involving an information technology infrastructure, including illegal access (unauthorized access), illegal interception (by technical means of non-public transmissions of computer data to, from or within a computer system), and data interference (unauthorized damaging, deletion, deterioration, alteration or suppression of computer data), systems interference (interfering with the functioning of a computer system by inputting, transmitting, damaging, deleting, deteriorating, altering or suppressing computer data), misuse of devices, forgery(ID theft), electronic fraud.

1.2  Cyber Criminals
            The cyber criminals constitute of various groups/ category. This division may be justified on the basis of the object that they have in their mind. The following are the category of cyber criminals:-
· Children and adolescents between the age group of 6 – 18 years – The simple reason for this type of delinquent behavior pattern in children is seen mostly due to the inquisitiveness to know and explore the things.  Other cognate reason may be to prove themselves to be outstanding amongst other children in their group. Further the reasons may be psychological even. E.g. the BAL Bharati (Delhi) case was the outcome of harassment of the delinquent by his friends.
· Organized hackers- These kinds of hackers are mostly organized together to fulfill certain objective. The reason may be to fulfill their political bias, fundamentalism, etc. The Pakistanis are said to be one of the best quality hackers in the world. They mainly target the Indian government sites with the purpose to fulfill their political objectives. Further the NASA as well as the Microsoft sites is always under attack by the hackers.
· Professional hackers / crackers – Their work is motivated by the color of money. These kinds of hackers are mostly employed to hack the site of the rivals and get credible, reliable and valuable information. Further they are unemployed to crack the system of the employer basically as a measure to make it safer by detecting the loopholes.
· Discontented employees- This group includes those people who have been either sacked by their employer or are dissatisfied with their employer. To avenge they normally hack the system of their employee.

1.3  Prevention Methods
· Firewalls- These are programs, which protect a user from unauthorized access attacks while on a network. They provide access to only known users, or people who the user permits.
· Frequent Password Changing- With the advent of multi-user systems, security has become dependent on passwords. Thus one should always keep passwords to sensitive data secure. Changing them frequently and keeping them sufficiently complex in the first place can do this.
· Safe Surfing- This is a practice, which should be followed by all users on a network. Safe surfing involves keeping ones e-mail address private, not chatting on open systems, which do not have adequate protection methods, visiting secure sites. Accepting data from only known users, downloading carefully, and then from known sites also minimizes risk.
· Frequent Virus Checks- One should frequently check ones computer for viruses and worms. Also any external media such as floppy disks and CD ROMs should always be virus checked before running.
· Email Filters- These are programs, which monitor the inflow of mails to the inbox and delete automatically any suspicious or useless mails thus reducing the chances of being bombed or spoofed.













Chapter 2                                        
Intrusion Detection System

             With the increasing dependence of the world economy, state structures, communications, industry and business on information technologies, the risk related to the ever pervasive intrusions in the electronic space also increases. Malicious intruders overcome protection systems, designed to limit access to the institution computer network resources installed in banks or companies. In order to reduce the risk and possible consequences, it is very important to identify intrusions at the initial stage of their realization and to respond to them appropriately. 
             For this purpose the intrusion detection systems can be applied. The Intrusion Detection System (IDS) is a protection system intended to identify and to respond to the malicious activities directed against the computer and computer network resources. It is important that the intrusion detection system should process all packets transmitted over the network irrespective of the network usage, i.e. it is necessary to reduce the number of dropped packets to the minimum.

2.1  Intrusion and Intrusion Detection
             Intrusions are actions that attempt to bypass security mechanisms of computer systems. So they are any set of actions that threatens the integrity, availability, or confidentiality of a network resource. In short, an intrusion is an intentional violation of the security policy of a system. They are commonly referred to as penetrations.
            Intrusion Detection is the process of monitoring the events occurring in a computer system or network and analyzing them for signs of intrusions like unauthorized entrance, activity or file modification.
          There are three steps in the process of intrusion detection which are
· Monitoring and analyzing traffic
· Identifying abnormal activities
· Assessing severity and raising alarm

2.2  Firewalls
            Firewalls act as a barrier between corporate (internal) networks and the outside world (Internet), and filter incoming traffic according to a security policy. Firewalls have simple rules such as to allow or deny protocols, ports or IP addresses. Firewalls are too deep in the network hierarchy. The router may be affected even before the firewall gets the traffic. Firewalls can effectively prevent users from launching simple flooding type attacks from machines behind the firewall.

2.3  Why firewalls are not enough?
          Firewalls act as a barrier between corporate (internal) networks and the outside world (Internet), and filter incoming traffic according to a security policy. Thus, a firewall provides a good amount of security lest sufficient protection due to the following facts:
· Not all access to the Internet occurs through the firewall: Users, for a variety of reasons ranging from naiveté to impatience, sometimes set up unauthorized modem connections between their systems connected to the internal network and outside Internet access providers or other avenues to the Internet. The firewall cannot mitigate risk associated with connections it never sees.
· Not all threat originates outside the firewall: A vast majority of loss due to security incidents is traced to insiders. These include the users who misuse privileges or impersonate higher privileges. The firewall only sees traffic at the boundaries between the internal network and the Internet. If the traffic reflecting security breaches never flows past the firewall, it cannot see the problems. Organizations utilize strong encryption mechanisms to secure files and network connections. In securing the network from the outside threat, the threat from within the network is almost completely forgotten. Intrusion detection systems are the only part of the infrastructure that is privy to the traffic on the internal network. Therefore, they will become even more important as security infrastructures evolve. 
· Firewalls are subject to attack themselves: Firewalls are not completely foolproof. A firewall generally makes pass-deny decision on the basis of allowable network addresses. Intelligent firewalls may analyze the contents of packets of certain protocols but they may only identify the anomaly related to that protocol. 
    A common attack strategy is to utilize tunneling to bypass firewall protections. Tunneling is the practice of encapsulating a message in one protocol (that might be blocked by firewall filters) inside a second message. Thus the inside message gets through as the firewall considers outer, encapsulating message harmless.

             In order to strengthen the security, one cannot rely on any single tool. Hence a firewall must be complemented by Intrusion Detection Tools.

2.4  Intrusion Detection Systems
2.4.1  Definition: Intrusion Detection is the unrelenting active attempts in discovering or detecting the presence of intrusive activities. It refers to all processes used in discovering unauthorized uses of network or computer devices. This is achieved through specifically designed software with a sole purpose of detecting unusual or abnormal activity. Such software is called Intrusion Detection System.
            Intrusion Detection System or IDS is software, hardware or combination of both used to detect intruder activity. Intrusion Detection System is software that automates the intrusion detection process and detects possible intrusions.
2.4.2  Why do we require IDS?:   To answer this question, we need to understand why intruders can get into the system. There are various reasons of which the prominent ones are:
· Software bugs – they can be buffer overflows, unexpected combinations, unhandled inputs, race conditions etc. Software has bugs because programmers cannot track down and eliminate all possible holes.
· Password Cracking – hackers have over the time developed numerous ways to break into systems by knowing passwords that were really weak, or by making dictionary & brute force attacks.
· Design flaws – many systems that were developed early were never designed to handle the wide scale intrusion that is there today. These include TCP/IP protocol flaws, operating system flaws etc.
· Sniffing unsecured traffic – traffic on the Internet is not encrypted. Hackers can use programs that can get sensitive information from packets over the network. These include the packet sniffers, port scanners etc.
Intrusion Detection is actually considered to be a complement to network firewalls, as they extend the security management capabilities of system administrators to include things such as:
· Monitoring and analysis of user and system activity.
· Auditing of system configurations and vulnerabilities.
· Assessing the integrity of critical system and data files.
· Recognition of activity patterns reflecting known attacks.
· Statistical analysis for abnormal activity patterns.
· Operating-system audit-trail management, with recognition of user activity reflecting policy violations.
 
2.5  Structure of IDS
Figure 2.1 illustrates the common components of IDS.
            In many simple IDS implementations these components are combined in a single device or appliance. More specifically, IDS tools aim to detect computer attacks and/or computer misuse, and to alert the proper individuals upon detection.
            An intrusion detection system always has its core element - a sensor (an analysis engine) that is responsible for detecting intrusions. This sensor contains decision-making mechanisms regarding intrusions. Sensors receive raw data from three major information sources: own IDS knowledge base, syslog and audit trails. The syslog may include, for example, configuration of file system, user authorizations etc. This information creates the basis for a further decision-making process.
            The sensor is integrated with the component responsible for data collection — an event generator. The collection manner is determined by the event generator policy that defines the filtering mode of event notification information. The event generator produces a policy-consistent set of events that may be a log of system events, or network packets. This, set along with the policy information can be stored either in the protected system or outside.
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Fig.2.1 IDS components
            In certain cases, no data storage is employed for example, when event data streams are transferred directly to the analyzer. This concerns the network packets in particular. The role of the sensor is to filter information and discard any irrelevant data obtained from the event set associated with the protected system, thereby detecting suspicious activities. The analyzer uses the detection policy database for this purpose. The latter comprises the following elements: attack signatures, normal behavior profiles, necessary parameters (for example, thresholds). In addition, the database holds IDS configuration parameters, including modes of communication with the response module. The sensor also has its own database containing the dynamic history of potential complex intrusions (composed from multiple actions).

2.6  Working of IDS
            Typically, an ID system follows a two-step process. The first procedures are host-based and are considered the passive component, these include: inspection of the system's configuration files to detect inadvisable settings; inspection of the password files to detect inadvisable passwords; and inspection of other system areas to detect policy violations. The second procedures are network-based and are considered the active component: mechanisms are set in place to re-enact known methods of attack and to record system responses.
          While there are several types of IDSs, the most common types work the same. They analyze network traffic and log files for certain patterns. While a firewall will continually block a hacker from connecting to a network, most firewalls never alert an administrator. The administrator may notice if he/she checks the access log of the firewall, but that could be weeks or even months after the attack. This is where an IDS comes into play. The attempts to pass through the firewall are logged, and IDS will analyze its log. At some point in the log there will be a large number of request-reject entries. An IDS will flag the events and alert an administrator. The administrator can then see what is happening right after or even while the attacks are still taking place. This gives an administrator the advantage of being able to analyze the techniques being used, source of attacks, and methods used by the hacker.
           The main task of intrusion detection systems is defense of a computer system by detecting an attack and possibly repelling it. Detecting hostile attacks depends on the number and type of appropriate actions. Intrusion prevention requires a well-selected combination of “baiting and trapping” aimed at both investigations of threats. Diverting the intruder’s attention from protected resources is another task. Both the real system and a possible trap system are constantly monitored. Data generated by intrusion detection systems is carefully examined (this is the main task of each IDS) for detection of possible attacks (intrusions).
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Fig.2.2 Intrusion detection system activities
            The basic IDS process is as follows:
1. A sensor captures network packets through its monitoring interface.
2. Packets are reassembled, if required, and compared against a signature indicating typical intrusion activity.
3. If an attack is detected, the sensor logs the attack and notifies the Director platform through the command and control interface.
4. The Director platform displays the alarms, logs the data, and takes action on attacks detected by a sensor.
            You can program your sensors to respond in various ways upon alarm detection. This response is configurable based on the severity of the attack discovered. The possible responses are as follows:
· TCP reset: The TCP reset response essentially kills the current TCP connection from the attacker by sending a TCP reset packet.  This response is effective only for TCP-based connections. UDP traffic, for example, is unaffected by TCP reset packets. The Transmission Control Protocol (TCP) provides a connection-oriented communication mechanism. The connection is established through a three-way handshake. To terminate a connection, each side of the connection can send a FIN packet, signaling the end of the connection. It also is possible for one side of the connection to abruptly terminate the connection by sending a TCP reset packet (a packet with the RST flag set) to the other side. The sensor uses this approach to terminate an attacker TCP connection. 
· IP blocking: With the IP blocking option, the sensor updates the access control list (ACL) on the perimeter router to deny all traffic from the offending IP address. This response prevents the attacker from sending any further traffic into the protected network from that specific host. 
· IP logging: The third response, IP logging, records in a session log file what the attacker is doing. This option is passive and does not prevent the attacker from continuing his attack. The logged information provides a record of what the attacker does against the network.



2.7  How to Protect IDS itself?
             One major issue is how to protect the system on which your intrusion detection software is running. If security of the IDS is compromised, you may start getting false alarms or no alarms at all. The intruder may disable IDS before actually performing any attack. There are different ways to protect your system, starting from very general recommendations to some sophisticated methods. Some of these are mentioned below:
· The first thing that can be done is not to run any service on your IDS sensor itself. Network servers are the most common method of exploiting a system.
· New threats are discovered and patches are released by vendors. This is almost a continuous and non-stop process. The platform on which you are running IDS should be patched with the latest releases from your vendor.
· Configure the IDS machine so that it does not respond to ping packets.
· You should use IDS only for the purpose of intrusion detection. It should not be used for other activities and user accounts should not be created except those that are absolutely necessary.


 










Chapter 3                                        
Classification Of Ids
         
            There are several attributes by which all IDSs can be classified. These attributes- architecture, information sources, type of analysis- can be used to compare and categorize specific ID solutions. There are two ways to classify Intrusion Detection Systems:

3.1  Types Based on Monitoring Approach
3.1.1  Host based IDS:
            A host based IDS resides on the system being monitored and tracks changes made to important files and directories. It takes a snap shot of existing system files and matches it to the previous snap shot. If the critical system files were modified or deleted, the alert is sent to the administrator to investigate. The example of the host based IDS can be seen on the mission critical machines, that are not expected to change their configuration.
           	Host based intrusion detection tools normally employ agents that must to be installed on the key systems that are to be protected. These agents must be custom built for each platform’s hardware and software version, and their function is to continuously monitor host-generated logs. The agents monitor the state of the system and various kernel structures to verify the integrity of the system.
             One of the main benefits of host based IDS is that it does not have to look for patterns. It only checks for changes within a specified set of rules. Most intrusion detection systems include default policies for specific operating systems. These policies vary with the design of the system being monitored. An administrator can use this information upon initial installation to learn the behaviors of files and directories under normal system activity and enable him or her to fine-tune the policy through trial and error. 
	Advantages:
· Systems can map problem activities to a specific user id
· Systems can track behavior changes associated with misuse
· Systems can operate in encrypted environments 
· Systems can operate in switched network environments
· Systems can distribute the load associated with monitoring across available hosts on large networks, thereby cutting deployment costs.
· Systems require no additional hardware.

	Disadvantages:
· Network activity is not visible to host-based detectors
· Running audit mechanisms can incur additional resource overhead
· When audit trails are used as data sources, they can take up significant storage
· Operating system vulnerabilities can undermine the integrity of host-based agents and analyzers
· Host-based agents must be more platforms specific, which adds to deployment costs 
· Management and deployment costs associated with host-based systems are usually greater than in other approaches.

Example of host based IDS are Symantec’s Intruder Alert and Purdue University’s Tripwire (developed by Dr. Eugene Spafford and Gene Kim).

3.1.2  Network based IDS:
	Network based intrusion detection systems use raw network packets as the data source. A network based IDS typically utilize a packet sniffer, using network interfaces or adapter running in promiscuous mode to monitor and analyze all traffic in real-time as it travels across the network. 
          There are two main forms of NIDS which are common in commercial products which are in use today. The first is the ‘Raw’ pattern matching NIDS which are designed to do a comparison to the packets they capture and match attacks based on the data captured. This style of NIDS can be considered a ‘packet grep[footnoteRef:2]’ NIDS, examples being Snort or Dragon. Alternatively, a ‘Smart’ NIDS can interpret the packet, and attempt to understand the protocol that is being captured in order to identify. ISS RealSecure is an example of a Smart NIDS. [2:  A "packet grep" system is based around raw packet capture pumped through a "regular expression" parser that finds patterns in the network traffic.] 

            Another variant of NIDS is Network Node Intrusion detection system (NNIDS) – it performs the analysis of the traffic that is passed from the network to a specific host. The difference between NIDS and NNIDS is that the traffic is monitored on the single host only and not for the entire subnet.

	Advantages:
· The data come without any special requirements for auditing or logging mechanisms; in most cases collection of network data occurs with the configuration of a network interface card.
· The insertion of a network-level agent does not affect existing data sources.
· Network-level agents can monitor and detect network attacks. (e.g., SYN flood and packet storm attacks) by checking the content of both the packet header and payload.
· Network based IDS use live network traffic for real-time attack detection. Hence attacker cannot remove the evidence, as against host based IDS, where hackers know very well how to manipulate audit logs to remove their evidence.
· They are not dependent on host operating systems as detection sources.
· Real time detection and response can terminate any malicious activity, as against host based IDS, where an attack is not recognized until a suspicious log entry is written.
             Disadvantages:
· Although some network-based systems can infer from network traffic what is happening on hosts, they cannot tell the outcome of commands executed on the host. This is an issue in detection, when distinguishing between user error and malfeasance.
· Network-based agents cannot scan protocols or content if network traffic is encrypted.
· Network-based monitoring and intrusion detection becomes more difficult on modern switched networks. Switched networks establish a network segment for each host; therefore, network-based monitors are reduced to monitoring a single host. Network switches that support a monitoring or scanning port can at least partially mitigate this issue.
· Current network-based monitoring approaches cannot handle high-speed networks.

            Ideally, the best IDS tools combine both approaches under one management console. That way, the user gets comprehensive coverage, making sure to guard against as many threats as possible. As an organization introduces IDS into its network to augment its current information security strategy, the primary focus of the intrusion detection system should be host-based. Consequently, intrusion detection systems should rely predominantly on host-based components, but should always make use of network based IDSs to complete the defense. In short, a truly secure environment requires both a network and host based intrusion detection implementation to provide for a robust system that is the basis for all of the monitoring, response, and detection of computer misuse.

3.2  Types Based on Technologies Used
3.2.1  Signature Analysis (Misuse detection model):
	Signatures are patterns corresponding to known attacks or misuses of systems. They may be simple (character string matching looking for a single term or command) or complex (security state transition written as a formal mathematical expression). In general a signature can be concerned with a process (the execution of a particular command) or an outcome (the acquisition of a root shell.) Signature analysis is pattern matching of system settings and user activities against a database of known attacks. The database of known attacks (pattern file of attack signatures) is analogous to the virus definitions’ file of a virus scanner.
            Most commercial intrusion detection products perform signature analysis against a vendor-supplied database of known attacks. Additional signatures specified by the customer can also be added as part of the intrusion detection system configuration process. Most vendors also include periodic updates of signature databases as part of software maintenance agreements. One advantage of signature analysis is that it allows sensors to collect a more tightly targeted set of system data, thereby reducing system overhead.	
	The strength of signature analysis depends upon the quality, comprehensiveness, and timeliness of the attack signature housed in the IDS’s search engine. Poorly defined signature can cause false positives (false alarms), good packets are labeled as bad packets and transmission could be interrupted. 	
	Pattern matching tools are excellent at detecting known attacks, but perform poorly when confronted with a fresh assault, or a modified old one.
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Fig.3.1 Misuse Detection System

3.2.2  Statistical Analysis (Anomaly detection model):
	Statistical analysis finds deviations from normal patterns of behavior. Statistical profiles are created for system objects (e.g., users, files, directories, devices, etc.) by measuring various attributes of normal use (e.g., number of accesses, number of times an operation fails, time of day, etc.). Mean frequencies and measures of variability are calculated for each type of normal usage. Possible intrusions are signaled when observed values fall outside the normal range. For example, statistical analysis might signal an unusual event if an accountant who had never previously logged into the network outside the hours of 8 AM to 6 PM were to access the system at 2 AM. 
[image: Anomaly]
Fig.3.2 Anomaly Detection System


	
Anomaly Detection in Network-based or Host-based IDS includes: 
· threshold detection detecting abnormal activity on the server or network, for example abnormal consumption of the CPU for one server, or abnormal saturation of the network 
· statistical measures, learned from historical values 
· rule-based measures, with expert systems 
· non-linear algorithms such as Neural Networks or Genetic algorithms 

	The major limitation of this approach is to find a correct threshold without frequent false-alarm detection. Researchers have been working on this model for intrusion detection systems for a long time, without achieving what could be called a major breakthrough.
	In principle an Anomaly Detection IDS "learns" what constitutes "normal" network traffic, developing sets of models that are updated over time. These models are then applied against new traffic, and traffic that doesn't match the model of "normal" is flagged as suspicious. Anomaly Detection IDS are attractive conceptually, but they require training, and the sad reality of networking is that it's very hard to classify "normal" traffic. As networks get sufficiently large, the applications’ mix they carry becomes so complex that it looks effectively random. An attacker may even generate traffic to generate a distorted model of "normal" so that sooner or later, an attack may look "normal" and get past the IDS. If the IDS is conservative about what may constitute an attack, it will tend to generate large numbers of "false positives" – false alarms – which become the electronic equivalent of the boy who cried "wolf!” Sooner or later the IDS is ignored.
	Advantages:
· The system may detect heretofore unknown attacks;
· Statistical methods may allow one to detect more complex attacks, such as those that occur over extended periods.

	Disadvantages:
· It is relatively easy for an adversary to trick the detector into accepting attack activity as normal by gradually varying behavior over time; 
· The possibility of false alarms is much greater in statistical detectors;
· Statistical detectors do not deal well with changes in user activities.
Chapter 4                                        
Deployment Of Ids 

4.1  Deployment of IDS in network:
             Depending upon your network topology, you may want to position intrusion detection systems at one or more places. It also depends upon what type of intrusion activities you want to detect: internal, external or both. For example, if you want to detect only external intrusion activities, and you have only one router connecting to the Internet, the best place for an intrusion detection system may be just inside the router or a firewall. If you have multiple paths to the Internet, you may want to place one IDS box at every entry point. However if you want to detect internal threats as well, you may want to place a box in every network segment. In many cases you don't need to have intrusion detection activity in all network segments and you may want to limit it only to sensitive network areas. Note that more intrusion detection systems mean more work and more maintenance costs. Your decision really depends upon your security policy, which defines what you really want to protect from hackers. Figure shows typical locations where you can place an intrusion detection system.
As you can see from Figure 4.1, typically you should place an IDS behind each of your firewalls and routers. In case your network contains a demilitarized zone (DMZ), an IDS may be placed in that zone as well. However alert generation policy should not be as strict in a DMZ compared to private parts of the network.
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Fig. 4.1: Placement of IDS in network topology

4.2  Deployment of IDS Sensors:
           When deploying IDS, a crucial step is to determine where the traffic sensor should be inserted in the network. Packets are transgressing a shorter distance all the time due to smart hubs and the increased use of switches. The correct deployment of the sensors at strategic locations decides the efficiency of the IDS. Let’s look at the following diagram:

[image: sensors]
Fig.4.2 Deployment of sensors in corporate network

Several strategic locations are shown; let’s discuss the importance of each probe point:

Sensor 1: A sensor on the untrusted side of a firewall will detect attempted intrusions. This will also generate alerts that may not be of interest to the security staff. These are generally termed doorknob rattling, and produce an enormous amount of alarms. Recording possible threats may help justify the need for an IDS, but for a properly configured firewall, they are not a serious problem. It’s the assaults that reach the sub-net that may cause damage.

Sensor 2: Many sites choose to place services that require external access on a separate sub network, often called a demilitarized zone (DMZ). Placing a sensor there is important because many of the services provided are popular points of attack, additionally, these systems may be providing a marketing presence that could cause negative publicity if intruders gain access.

Sensor 3: This is probably the most critical point for an enterprise to place an intruder detection sensor. Scanning network traffic that passes through the perimeter defense point for suspicious behavior generates alarms that represent potentially serious security compromises.

Sensors 4 & 5: While of lesser importance then sensor 3’s location, watching internal activity should not be discounted. Large Intranets have many access points that can be exploited. Modems, compromised accounts, disloyal or disgruntled employees, and socially engineered access are a sample of the ways intruders can bypass a perimeter-based firewall.
























Chapter 5                                        
Case Study  Of Snort IDS 

             Presently, there are around 90-100 intrusion detection systems available in the information security market. Few of the prominent IDSs are Snort, Dragon, Network Flight Recorder. Here I discuss the Snort IDS in brief.

5.1  Introduction
	Snort is a cross-platform, lightweight network intrusion detection tool that can be deployed to monitor small TCP/IP networks and detect a wide variety of suspicious network traffic as well as outright attacks.  It is ‘lightweight’ because it can easily be deployed on almost any node of a network; it has a small footprint and can easily be configured by system administrators. 
	Snort is a libpcap[footnoteRef:3]-based packet sniffer and logger that can be used as a lightweight network intrusion detection system (NIDS).  It features rules based logging to perform content pattern matching and detect a variety of attacks and probes, such as buffer overflows, stealth port scans, CGI attacks, SMB probes, etc.  Snort has real-time alerting capability, with alerts being sent to syslog, Server Message Block (SMB) "WinPopup" messages, or a separate "alert" file.  Snort is configured using command line switches and optional Berkeley Packet Filter commands. The detection engine is programmed using a simple language that describes per packet tests and actions.  Ease of use simplifies and accelerates the development of new exploit detection rules. [3:  "Libpcap" (library for packet capture) is a common library available for UNIX systems that "sniffs" packets off a wire. Most UNIX-based intrusion detection systems (of any kind) use libpcap.] 


5.2  Architecture
	Snort's architecture is focused on performance, simplicity, and flexibility. Snort is logically divided into multiple components. These components work together to detect particular attacks and to generate output in a required format. A Snort-based IDS consists of the following major components:
1. Packet Decoder
2. Preprocessors
3. Detection Engine
4. Logging and Alerting System
5. Output Modules
Figure 5.1 shows how these components are arranged. Any data packet coming from the Internet enters the packet decoder. On its way towards the output modules, it is either dropped, logged or an alert is generated.
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Fig.5.1 SNORT Architecture

5.2.1  The Packet Decoder 
	The decode engine is organized around the layers of the protocol stack present in the supported data-link and TCP/IP protocol definitions.  Each subroutine in the decoder imposes order on the packet data by overlaying data structures on the raw network traffic.  These decoding routines are called in order through the protocol stack, from the data link layer up through the transport layer, finally ending at the application layer.  Speed is emphasized in this section, and the majority of the functionality of the decoder consists of setting pointers into the packet data for later analysis by the detection engine.  
	Snort provides decoding capabilities for Ethernet, SLIP, and raw (PPP) data-link protocols.  ATM support is under development.


5.2.2  Preprocessors
           Now the packet is transmitted to preprocessors. Preprocessors are additional Snort modules allowing checking of the data in different ways. Preprocessors are components or plug-ins that can be used with Snort to arrange or modify data packets before the detection engine does some operation to find out if the packet is being used by an intruder. Some preprocessors also perform detection by finding anomalies in packet headers and generating alerts. Preprocessors are very important for any IDS to prepare data packets to be analyzed against rules in the detection engine. Hackers use different techniques to fool an IDS in different ways. For example, you may have created a rule to find a signature "scripts/iisadmin" in HTTP packets. If you are matching this string exactly, you can easily be fooled by a hacker who makes slight modifications to this string. Preprocessors are also used for packet defragmentation. When a large data chunk is transferred to a host, the packet is usually fragmented. For example, default maximum length of any data packet on an Ethernet network is usually 1500 bytes. This value is controlled by the Maximum Transfer Unit (MTU) value for the network interface. This means that if you send data which is more than 1500 bytes, it will be split into multiple data packets so that each packet fragment is less than or equal to 1500 bytes. The receiving systems are capable of reassembling these smaller units again to form the original data packet. On IDS, before you can apply any rules or try to find a signature, you have to reassemble the packet. For example, half of the signature may be present in one segment and the other half in another segment. To detect the signature correctly you have to combine all packet segments. Hackers use fragmentation to defeat intrusion detection systems.

5.2.3  The Detection Engine
	Snort maintains its detection rules in a two dimensional linked list of what are termed Chain Headers and Chain Options.  These are lists of rules that have been condensed down to a list of common attributes in the Chain Headers, with the detection modifier options contained in the Chain Options.  For example, if forty five CGI-BIN probe-detection rules are specified in a given Snort detection library file, they generally all share common source and destination IP addresses and ports.  To speed the detection processing, these commonalities are condensed into a single Chain Header and then individual detection signatures are kept in Chain Option structures.
 (
Chain Option
Content
TCP flags
ICMP Codes/types
Payload size
) (
Chain Header
Source IP 
addr
Dest
.
 IP 
addr
Source port
Dest
.
 
port
Chain Header
Source IP 
addr
Dest
.
 IP 
addr
Source port
Dest
.
 
port
Chain Header
Source IP 
addr
Dest
.
 IP 
addr
Source port
Dest
.
 
port
Chain Option
Content
TCP flags
ICMP Codes/types
Payload size
Chain Option
Content
TCP flags
ICMP Codes/types
Payload size
)






Fig. 5.2 Rule Chain logical structure

	These rule chains are searched recursively for each packet in both directions.  The detection engine checks only those chain options which have been set by the rules parser at run-time.  The first rule that matches a decoded packet in the detection engine triggers the action specified in the rule definition and returns.

5.2.4  The Logging/Alerting Subsystem
	Depending upon what the detection engine finds inside a packet, the packet may be used to log the activity or generate an alert. Logs are kept in simple text files, tcpdump-style files or some other form. All of the log files are stored under /var/log/ snort folder by default. You can use -l command line options to modify the location of generating logs and alerts.



5.2.5  Output Modules
            Output modules or plug-ins can do different operations depending on how you want to save output generated by the logging and alerting system of Snort. Basically these modules control the type of output generated by the logging and alerting system. Depending on the configuration, output modules can do things like the following:
· Simply logging to /var/log/snort/alerts file or some other file
· Sending SNMP traps
· Sending messages to syslog facility
· Logging to a database like MySQL or Oracle
· Generating eXtensible Markup Language (XML) output
· Modifying configuration on routers and firewalls
· Sending Server Message Block (SMB) messages to Microsoft Windows-based machines

5.3  Features
5.3.1  High performance pattern matching rules can be written
	Computationally, the content matching option is the most expensive process that can be performed in the detection engine.  Accordingly, it is performed after all other rule tests.  This fact can be used to advantage by specifying other rule options in combination with the content option.  For example, almost all requests to web servers have their TCP PUSH and ACK flags set.  Using this knowledge, it is relatively easy to write a rule which will perform a simple TCP flag test before running the far more computationally intensive pattern match test.
	Snort offers options in writing rules that can be used to limit the amount of data that must be searched.  The offset and depth keywords were made specifically to fulfill this function.  Using these options, the area of the packet payload to search for an exploit pattern can be localized. 

5.3.2  Passive Trap
	Snort can be used to implement another concept that is being advocated today; that of "passive traps". One aspect of this concept is that administrators know which services are not available on their networks.  Snort rules can be written that watch for traffic headed for these non-existent services.  Packets which are found to be using these ports may be an indication of port scanning, backdoors, or other hostile traffic. Thus Snort can trap all packets from hostile parties interested in a network.

5.3.3  Focused monitoring
	 "Focused monitoring" is the concept of watching a single critical node or service on a network for signs of hostile activity.  For example, a single Snort sensor could be deployed on a SMTP server with a rule set that covers all known Sendmail attacks and would provide highly focused monitoring of that specific traffic on the network.  These rules could even be extended to provide a running narrative of all of the commands and responses into and out of SMTP servers on the defended network.	Focused monitoring can be especially useful in instances where existing NIDS provide inadequate coverage.  

5.4  Example of Intrusion Detected
5.4.1  Attack Description
            The trace originated from a monitored Web server. Searching for log entries containing the offender's source address revealed traces that were included in the beginning of this analysis. The records were obtained from the access log file of a slightly customized Apache Web server. Relevant fields specify the client's source address, date and time of access, the command issued to the server, followed by the server's response code. It is unlikely that the source address was spoofed, since the attacker needed to receive responses from the Web server to his/her requests. If the source address was spoofed, the attacker would need to intercept the responses en-route. Since the attacker's requests were processed by the application server, TCP connections were fully established on the transport layer, which is challenging to do when spoofing the source address. The attacker attempted to access programs and files that can be exploited to gain elevated privileges on the Web server. The server responded with the code "404" to most queries, indicating that the majority of the probed files were found. The server responded with the code "403" to an attempt to access an existing /.htaccess file, indicating that access to that resource is forbidden. None of the resources investigated by the attacker were available for exploitation. The attacker issued a "HEAD" command, used to obtain meta information about the requested resource without actually receiving the body of the file. This can be compared to a commonly used "GET" request that actually retrieves the desired resource if it is found on the Web server. The "HEAD" command was probably used to speed up the scan that does not need to retrieve the file to determine whether it exists.
5.4.2  Event Traces
            The following entries were obtained from a Web server access log.
Table 3.1: Event Traces 
	Source IP
	Date and Time
	HTTP Request
	Server Response

	scanner.com
	[18/Apr/2000:23:25:49]
	"HEAD/cgi-bin/wrap HTTP/1.0"
	404

	scanner.com
	[18/Apr/2000:23:25:49]
	"HEAD/cgi-bin/faxsurvey HTTP/1.0"
	404

	scanner.com
	[18/Apr/2000:23:25:50]
	"HEAD/cgi-bin/webdist.cgi HTTP/1.0"
	404

	scanner.com
	[18/Apr/2000:23:25:50]
	"HEAD/cgi-bin/handler HTTP/1.0"
	404

	scanner.com
	[18/Apr/2000:23:25:51]
	"HEAD/cgi-bin/pfdispaly.cgi HTTP/1.0" 
	404

	scanner.com
	[18/Apr/2000:23:25:54]
	"HEAD/cgi-bin/view-source HTTP/1.0" 
	404

	scanner.com
	[18/Apr/2000:23:26:55]
	"HEAD/cgi-dos/args.cmd HTTP/1.0" 
	404

	scanner.com
	[18/Apr/2000:23:26:56]
	"HEAD/cgi-bin/get32.exe|dir HTTP/1.0"
	404

	scanner.com
	[18/Apr/2000:23:26:56]
	"HEAD/cgi-win/uploader.exe HTTP/1.0"
	404

	scanner.com
	[18/Apr/2000:23:27:19] 
	"HEAD/.htaccess HTTP/1.0"
	403

	scanner.com
	[18/Apr/2000:23:27:19]
	"HEAD/cgi-bin/Cgitest.exe HTTP/1.0"
	404






5.5  Requirements
	The current version of Snort is 1.2.1, and libpcap is required to compile and run the software.  Snort is known to run on RedHat Linux 5.1/5.2/6.0, Debian Linux, MkLinux, S/Linux, HP-UX, Solaris 2.5.1 - 2.7 (x86 and Sparc), x86 Free/Net/OpenBSD, M68k NetBSD, and MacOS X.
























Conclusion

            With the information highway having entered our very homes, we are all at increasing risk of being affected by Cybercrime. Everything about our lives is in some manner affected by computers. Under the circumstances it’s high time we sat up and took notice of the events shaping our destinies on the information highway. Cybercrime is everyone's problem. And it’s time we did something to protect ourselves. Information is the best form of protection.
            At this stage, we have studied what is Cyber crime, the prevention techniques for Cyber crime. We also studied the types and deployment of Intrusion Detection Systems along with a tool - SNORT.

 What Intrusion Detection Systems Can and Cannot Do?
· They can lend a greater degree of security to your infrastructure.
· They can trace user activity from the point of entry to the point of exit or impact.
· They can recognize and report alterations to data files.
· They can spot errors of your system configuration that have security implications, sometimes correcting them if the user wishes.
· They can recognize when your system appears to be subject to a particular attack.
· They can make the security management of your systems by non-expert staff possible.
· They cannot conduct investigation of an attack without human intervention.
· They cannot compensate for weaknesses in network protocols.
· They cannot analyze all of the traffic on a busy network.
· They cannot deal with modern network hardware and features.
Criteria for selection of an Intrusion Detection System
· suitability for IDS architecture and management scheme
· flexibility of adaptation for a specific network to be monitored
· protection against malicious tampering
· interoperability with other network management and security tools
· comprehensiveness, to expand the concept of intrusion detection such as blocking 	Java applets or Active-X controls, monitoring e-mail content, blocking specific 	urls
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