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Network Capacity Adaptation In Service Overlay Network
Objective

The main objective is the internet service provider (ISP) to provide the quality of service in service overlay network
Abstract
The considered Service Overlay Networks (SON) lease bandwidth with Quality of Service (QoS) guarantees from a multitude of Internet Autonomous Systems, through service level agreements (SLA) with Internet Service Providers (ISP).This bandwidth is used to establish SON links and deliver end-to end QoS for real time service connections. The leased bandwidth amount influences both the admitted traffic and network cost, affecting the network profit. This gives the network operator the opportunity to optimize the profit by adapting the restrictions of limiting the bandwidth of network resources by changing traffic and SLA costs conditions. 

                   We propose a novel approach that maximizes the network profit based on traffic measurements and SLA cost changes. The approach uses a structured model that integrates the network routing policy with the adaptation of maximizing the SON link capacities. While performing the adaptation of leased bandwidth, the connection blocking constraints are also limited and maintained. 

                  The proposed model is derived over by providing a voice and video conferencing service decreed over as a separate service over the SON network provided over with adaptive optimization approach on the basis of reward maximizing routing policy derived from the Markov Decision Process theory although it can be applied to other routing policies. It is been suggested that our model of routing policy is been injected over with the various nodes in the service overlay network.Outcasting the network traffic limitation in this upcoming technology
1. INTRODUCTION
     1.1 ABOUT THE ORGANISATION 

At Blue Chip Technologies, We go beyond providing software solutions. We work with our client’s technologies and business changes that shape their competitive advantages.

Founded in 2000, Blue Chip Technologies (P) Ltd. is a software and service provider that helps organizations deploy, manage, and support their business-critical software more effectively. Utilizing a combination of proprietary software, services and specialized expertise, Blue Chip Technologies (P) Ltd. helps mid-to-large enterprises, software companies and IT service providers improve consistency, speed, and transparency with service delivery at lower costs. Blue Chip Technologies (P) Ltd. helps companies avoid many of the delays, costs and risks associated with the distribution and support of software on desktops, servers and remote devices. 

Our automated solutions include rapid, touch-free deployments, ongoing software upgrades, fixes and security patches, technology asset inventory and tracking, software license optimization, application self-healing and policy management. At Blue Chip Technologies, we go beyond providing software solutions. We work with our clients’ technologies and business processes that shape their competitive advantages.


    1.2     PROJECT DESCRIPTION

MODULES DESCRIPTION

· SON  video conference

· Network traffic analyzer

· Network link capacity adaptation

SON VIDEO CONFERENCE
                                  SON can provide improved QoS, compared with Internet, by applying two concepts. The first is based on the best-effort Internet connectivity among overlay nodes. In this case the SON routing selects the best SON path based on measurements of overlay links and the selected path is adapted in time according to changes in traffic and congestion conditions. The second concept, considered in this paper, is to provide SON connectivity by leasing bandwidth with QoS guarantees, through service level agreements (SLA), from Internet Service Providers (ISP) owning the Internet Autonomous Systems ”CONFERENCING SYSTEM”. In this case, the SON can provide global coverage with QoS guarantees by using a multitude of autonomous systems for its connectivity. Naturally, one can choose to combine both options to offer guaranteed QoS.

                                       The Multitude of the Conferencing system is hashed over by encoding and decoding process involved in Link maximization .Each frames are encoded in to a stream of bytes maximizing the QOS of the video both at the client and the server side services. The user is assisted over the guaranteed QOS by the service provider

NETWORK TRAFFIC ANALYZER


Network Traffic analyzer at the end point system is provided over with the checkpoint monitoring mechanism. The check point is provided at the each node of the network path. the analyzer at the SON of the autonomous system is provided such that the bandwidth required for the QOS is analyzed over the each check pointed nodes. The routing Module is analyzed over the bandwidth lease provided that the network traffic is maintained at the QOS standard maximizing the Service provider profit on the basis of reward point for each bandwidth adaptation over the balanced network traffic.
Network link capacity adaptation:

Now we focus on profit maximization realized by capacity adaptation. In this case, the necessary condition for optimal solution can be formulated as a requirement of having the network profit gradient, with respect to link capacities, equal to the zero vector:             

                             The important feature of the above framework is that both profit maximizations, realized by MDPD routing and the capacity adaptation, are integrated by means of the link shadow price concept. Indeed, link capacity adaptation can be based on measurements of link shadow price values used for routing. As a consequence, the proposed link capacity adaptation can be distributed into separate link problems and by using the measurements of the routing parameters there is no need for a network performance model. Moreover the use of link shadow price concept in both algorithms provides consistency of the routing and capacity adaptation objectives. Obviously, in this approach the capacity updating period, should be larger than the shadow price updating period, as the link capacity function uses the outcome of the link shadow price function that needs to converge for updated link capacity values.
System Architecture  [image: image20.emf]user

login

SonConfrencing

Son N/W analyser

login()

confrence()

bandwidth analysis()

SON Network

authentication

son confrencing

son n/w analyser

markov process

login()

confrence()

bandwith()

routing process()

SON Server

video confrence

network bandwidth

markov process

authenticator

Son confrence()

bandwidth adaptation()

markov process()


2. SYSTEM STUDY
2.1 FEASIBILTY STUDY

The feasibility of the project is analyzed in this phase and business proposal is put forth with a very general plan for the project and some cost estimates. During system analysis the feasibility study of the proposed system is to be carried out. This is to ensure that the proposed system is not a burden to the company.  For feasibility analysis, some understanding of the major requirements for the system is essential.

Three key considerations involved in the feasibility analysis are


· ECONOMICAL FEASIBILITY

· TECHNICAL FEASIBILITY

· SOCIAL FEASIBILITY

ECONOMICAL FEASIBILITY
This study is carried out to check the economic impact that the system will have on the organization. The amount of fund that the company can pour into the research and development of the system is limited. The expenditures must be justified. Thus the developed system as well within the budget and this was achieved because most of the technologies used are freely available. Only the customized products had to be purchased. 

TECHNICAL FEASIBILITY



This study is carried out to check the technical feasibility, that is, the technical requirements of the system. Any system developed must not have a high demand on the available technical resources. This will lead to high demands on the available technical resources. This will lead to high demands being placed on the client. The developed system must have a modest requirement, as only minimal or null changes are required for implementing this system.   

SOCIAL FEASIBILITY

        The aspect of study is to check the level of acceptance of the system by the user. This includes the process of training the user to use the system efficiently. The user must not feel threatened by the system, instead must accept it as a necessity. 

The level of acceptance by the users solely depends on the methods that are employed to educate the user about the system and to make him familiar with it. His level of confidence must be raised so that he is also able to make some constructive criticism, which is welcomed, as he is the final user of the system.

2.2 Existing System

                            THE Internet, representing a cost efficient network offering universal reach, is more and more used as an infrastructure for telecommunications services delivery. In general, overlay networks can be subdivided into two broad categories. The first category consists of Peer-to-Peer (P2P) overlay networks with the objective of providing efficient contents search and retrieval, efficient multicasting and network robustness and scalability. The second category comprises Service Overlay Networks (SON), whose purpose is to generically provide a required quality of service (QoS) to different applications including real time applications, such as VoIP, multimedia streaming, and online gaming.

                             The Services over the service overlay network been centralized with the limitation over the network access resources towards the profit maximization of the network service provider and limiting the network bandwidth over the centralized network resource access. In which the QOS service provided been limited in SON network with maximized number of global access network nodes with maximized network traffic i.e.) the QOS and the capacity adaptation is been limited to the maximum number of network resource nodes.

                            The VoIP, voice and video conference service layered as a part of service over lay network. The QOS, capacity adaptation and network access resources is limited with the resource limitation rules by service provider towards the maximization of adding number of global network recourses nodes and profit.
Disadvantages

· Nevertheless there are three main drawbacks in such an approach when compared to the approach proposed in this paper.

· First it is centralized (vs. distributed over the network nodes). 

· Second its complexity is significant due to required global performance model.

· Finally the performance model complexity forces application of approximate routing mechanisms such as load sharing that reduce the accuracy.
2.3 Proposed System

             We assume that for given overlay node locations, the overlay links connecting the overlay nodes are established by leasing bandwidth from the underlying Internet Autonomous Systems through SLAs with the ISPs. For each link the SLA terms specify its bandwidth, its QoS parameters and its corresponding cost per time unit. In the SON, a connection of class is characterized by its Origin-Destination (OD) pair, bandwidth requirement arrival rate mean service time and average reward parameter.

                                 The structured model routing policy using Marko decision rule is provided over with the decentralized services over the service overlay networks. For particular consider the video and voice conferencing services a part of service overlay is been depicted by maximizing the number of global network access resources, profit over the network bandwidth, maintaining the network traffic. 

                                 The operational process involved in Marko decision routing, change of the network nodes over the switching of links ,maintaining the network traffic and optimizing the bandwidth limitation over the global network access resources which predefines the profit maximization over the network capacity adaptation, over the service provider network service access resources. 
Advantages

· Increase number of global network resource access to various set of service in SON network.

· Maximized network resource allocation profit at the both service provider and client 

· QOS, network capacity adaptation maintained consistently by routing policy.

· Reduced network traffic at various network resource access nodes 

3. SYSTEM REQUIREMENT
3.1 Hardware Requirements

Processor

:
Pentium core processors

Hard Disk

:
80 GB

Ram

          
            :
1 GB

Monitor 

:
15VGA Color

Mouse



:
Ball / Optical

Keyboard

: 
102 Keys

3.2 Software Requirements

Operating System
:
Windows XP professional

Framework

:
Microsoft Visual Studio .Net 2008
Front End

:
Windows Application

Language

:
C#.Net

4. LANGUAGE SPECIFICATION

4.1 FEATURES OF ASP.NET


ASP.NET is the next version of Active Server Pages (ASP); it is a unified Web development platform that provides the services necessary for developers to build enterprise-class Web applications. While ASP.NET is largely syntax compatible, it also provides a new programming model and infrastructure for more secure, scalable, and stable applications. 

          ASP.NET is a compiled, NET-based environment, we can author applications in any .NET compatible language, including Visual Basic .NET, C#, and JScript .NET. Additionally, the entire .NET Framework is available to any ASP.NET application. Developers can easily access the benefits of these technologies, which include the managed common language runtime environment (CLR), type safety, inheritance, and so on.

          ASP.NET has been designed to work seamlessly with WYSIWYG HTML editors and other programming tools, including Microsoft Visual Studio .NET. Not only does this make Web development easier, but it also provides all the benefits that these tools have to offer, including a GUI that developers can use to drop server controls onto a Web page and fully integrated debugging support.

          Developers can choose from the following two features when creating an ASP.NET application. Web Forms and Web services, or combine these in any way they see fit. Each is supported by the same infrastructure that allows you to use authentication schemes, cache frequently used data, or customize your application's configuration, to name only a few possibilities. 

Web Forms allows us to build powerful forms-based Web pages. When building these pages, we can use ASP.NET server controls to create common UI elements, and program them for common tasks. These controls allow we to rapidly build a Web Form out of reusable built-in or custom components, simplifying the code of a page. 

An XML Web service provides the means to access server functionality remotely. Using Web services, businesses can expose programmatic interfaces to their data or business logic, which in turn can be obtained and manipulated by client and server applications. XML Web services enable the exchange of data in client-server or server-server scenarios, using standards like HTTP and XML messaging to move data across firewalls. XML Web services are not tied to a particular component technology or object-calling convention. As a result, programs written in any language, using any component model, and running on any operating system can access XML Web services

Each of these models can take full advantage of all ASP.NET features, as well as the power of the .NET Framework and .NET Framework common language runtime. 

Accessing databases from ASP.NET applications is an often-used technique for displaying data to Web site visitors. ASP.NET makes it easier than ever to access databases for this purpose. It also allows us to manage the database from your code.

ASP.NET provides a simple model that enables Web developers to write logic that runs at the application level. Developers can write this code in the global.aspx text file or in a compiled class deployed as an assembly. This logic can include application-level events, but developers can easily extend this model to suit the needs of their Web application.

ASP.NET provides easy-to-use application and session-state facilities that are familiar to ASP developers and are readily compatible with all other .NET Framework APIs. 

ASP.NET offers the IHttpHandler and IHttpModule interfaces. Implementing the IHttpHandler interface gives you a means of interacting with the low-level request and response services of the IIS Web server and provides functionality much like ISAPI extensions, but with a simpler programming model. Implementing the IHttpModule interface allows you to include custom events that participate in every request made to your application. 

ASP.NET takes advantage of performance enhancements found in the .NET Framework and common language runtime. Additionally, it has been designed to offer significant performance improvements over ASP and other Web development platforms. All ASP.NET code is compiled, rather than interpreted, which allows early binding, strong typing, and just-in-time (JIT) compilation to native code, to name only a few of its benefits. ASP.NET is also easily factorable, meaning that developers can remove modules (a session module, for instance) that are not relevant to the application they are developing.

ASP.NET provides extensive caching services (both built-in services and caching APIs). ASP.NET also ships with performance counters that developers and system administrators can monitor to test new applications and gather metrics on existing applications.

Writing custom debug statements to your Web page can help immensely in troubleshooting your application's code. However, it can cause embarrassment if it is not removed. The problem is that removing the debug statements from your pages when your application is ready to be ported to a production server can require significant effort. 

ASP.NET offers the Trace Context class, which allows us to write custom debug statements to our pages as we develop them. They appear only when you have enabled tracing for a page or entire application. Enabling tracing also appends details about a request to the page, or, if you so specify, to a custom trace viewer that is stored in the root directory of your application. 

The .NET Framework and ASP.NET provide default authorization and authentication schemes for Web applications. We can easily remove, add to, or replace these schemes, depending upon the needs of our application.

ASP.NET configuration settings are stored in XML-based files, which are human readable and writable. Each of our applications can have a distinct configuration file and we can extend the configuration scheme to suit our requirements.

THE .NET FRAMEWORK
The .NET Framework is a new computing platform that simplifies application development in the highly distributed environment of the Internet.
Objectives OF. NET FRAMEWORK:
1. To provide a consistent object-oriented programming environment whether object codes is stored and executed locally on Internet-distributed, or executed remotely.

2. To provide a code-execution environment to minimizes software deployment and guarantees safe execution of code.

3. Eliminates the performance problems.

There are different types of application, such as Windows-based applications and Web-based applications. To make communication on distributed environment to ensure that code be accessed by the .NET Framework can integrate with any other code.

COMPONENTS OF .NET FRAMEWORK

1. THE COMMON LANGUAGE RUNTIME (CLR):  

The common language runtime is the foundation of the .NET Framework. It manages code at execution time, providing important services such as memory management, thread management, and remoting and also ensures more security and robustness. The concept of code management is a fundamental principle of the runtime. Code that targets the runtime is known as managed code, while code that does not target the runtime is known as unmanaged code.
THE .NET FRAME WORK CLASS LIBRARY

It is a comprehensive, object-oriented collection of reusable types used to develop applications ranging from traditional command-line or graphical user interface (GUI) applications to applications based on the latest innovations provided by ASP.NET, such as Web Forms and XML Web services.

          The .NET Framework can be hosted by unmanaged components that load the common language runtime into their processes and initiate the execution of managed code, thereby creating a software environment that can exploit both managed and unmanaged features. The .NET Framework not only provides several runtime hosts, but also supports the development of third-party runtime hosts.

          Internet Explorer is an example of an unmanaged application that hosts the runtime (in the form of a MIME type extension). Using Internet Explorer to host the runtime to enables embeds managed components or Windows Forms controls in HTML documents. 

FEATURES OF THE COMMON LANGUAGE RUNTIME:

The common language runtime manages memory; thread execution, code execution, code safety verification, compilation, and other system services these are all run on CLR.

1. Security

2. Robustness

3. Productivity

4. Performance

Security:

          The runtime enforces code access security. The security features of the runtime thus enable legitimate Internet-deployed software to be exceptionally feature rich. With regards to security, managed components are awarded varying degrees of trust, depending on a number of factors that include their origin to perform file-access operations, registry-access operations, or other sensitive functions.
ROBUSTNESS:

The runtime also enforces code robustness by implementing a strict type- and code-verification infrastructure called the common type system(CTS). The CTS ensures that all managed code is self-describing. The managed environment of the runtime eliminates many common software issues.

PRODUCTIVITY:

The runtime also accelerates developer productivity. For example, programmers can write applications in their development language of choice, yet take full advantage of the runtime, the class library, and components written in other languages by other developers. 
PERFORMANCE:

The runtime is designed to enhance performance. Although the common language runtime provides many standard runtime services, managed code is never interpreted. A feature called just-in-time (JIT) compiling enables all managed code to run in the native machine language of the system on which it is executing. Finally, the runtime can be hosted by high-performance, server-side applications, such as Microsoft® SQL Server™ and Internet Information Services (IIS).

 DATA ACCESS WITH ADO.NET


As you develop applications using ADO.NET, you will have different requirements   for working with data. You might never need to directly edit an XML file containing data - but it is very useful to understand the data architecture in ADO.NET.

ADO.NET offers several advantages over previous versions of ADO:

1. Interoperability

2. Maintainability

3. Programmability

4. Performance Scalability

INTEROPERABILITY:



ADO.NET applications can take advantage of the flexibility and broad acceptance of XML. Because XML is the format for transmitting datasets across the network, any component that can read the XML format can process data. The receiving component need not be an ADO.NET component.
          The transmitting component can simply transmit the dataset to its destination without regard to how the receiving component is implemented. The destination component might be a Visual Studio application or any other application implemented with any tool whatsoever.     
The only requirement is that the receiving component be able to read XML. SO, XML was designed with exactly this kind of interoperability in mind.

MAINTAINABILITY:

In the life of a deployed system, modest changes are possible, but substantial, Architectural changes are rarely attempted because they are so difficult. As the performance load on a deployed application server grows, system resources can become scarce and response time or throughput can suffer. Faced with this problem, software architects can choose to divide the server's business-logic processing and user-interface processing onto separate tiers on separate machines. 
In effect, the application server tier is replaced with two tiers, alleviating the shortage of system resources. If the original application is implemented in ADO.NET using datasets, this transformation is made easier. 

ADO.NET data components in Visual Studio encapsulate data access functionality in various ways that help you program more quickly and with fewer mistakes. 

PERFORMANCE:

  
ADO.NET datasets offer performance advantages over ADO disconnected record sets. In ADO.NET data-type conversion is not necessary.

SCALABILITY:

ADO.NET accommodates scalability by encouraging programmers to conserve limited resources.  Any ADO.NET application employs disconnected access to data; it does not retain database locks or active database connections for long durations. 

VISUAL STUDIO .NET

 
Visual Studio .NET is a complete set of development tools for building ASP Web applications, XML Web services, desktop applications, and mobile applications In addition to building high-performing desktop applications, you can use Visual Studio's powerful component-based development tools and other technologies to simplify team-based design, development, and deployment of Enterprise solutions.

Visual Basic .NET, Visual C++ .NET, and Visual C# .NET all use the same integrated development environment (IDE), which allows them to share tools and facilitates in the creation of mixed-language solutions. In addition, these languages leverage the functionality of the .NET Framework and simplify the development of ASP Web applications and XML Web services.

Visual Studio supports the .NET Framework, which provides a common language runtime and unified programming classes; ASP.NET uses these components to create ASP Web applications and XML Web services. Also it includes MSDN Library, which contains all the documentation for these development tools.

XML WEB SERVICES

XML Web services are applications that can receive the requested data using XML over HTTP. XML Web services are not tied to a particular component technology or object-calling convention but it can be accessed by any language, component model, or operating system. In Visual Studio .NET, you can quickly create and include XML Web services using Visual Basic, Visual C#, JScript, Managed Extensions for C++, or ATL Server.

XML SUPPORT
Extensible Markup Language (XML) provides a method for describing structured data. XML is a subset of SGML that is optimized for delivery over the Web. The World Wide Web Consortium (W3C) defines XML standards so that structured data will be uniform and independent of applications. Visual Studio .NET fully supports XML, providing the XML Designer to make it easier to edit XML and create XML schemas.

VISUAL BASIC .NET

Visual Basic. NET, the latest version of visual basic, includes many new features. The Visual Basic supports interfaces but not implementation inheritance.

Visual basic.net supports implementation inheritance, interfaces and overloading. In addition, Visual Basic .NET supports multithreading concept. 

COMMON LANGUAGE SPECIFICATION (CLS)

Visual Basic.NET is also compliant with CLS (Common Language Specification) and supports structured exception handling. CLS is set of rules and constructs that are supported by the CLR (Common Language Runtime). CLR is the runtime environment provided by the .NET Framework; it manages the execution of the code and also makes the development process easier by providing services. 

Visual Basic.NET is a CLS-compliant language. Any objects, classes, or components that created in Visual Basic.NET can be used in any other CLS-compliant language. In addition, we can use objects, classes, and components created in other CLS-compliant languages in Visual Basic.NET .The use of CLS ensures complete interoperability among applications, regardless of the languages used to create the application.
IMPLEMENTATION INHERITANCE

Visual Basic.NET supports implementation inheritance. This means that, while creating applications in Visual Basic.NET, we can drive from another class, which is know as the base class that derived class inherits all the methods and properties of the base class. In the derived class, we can either use the existing code of the base class or override the existing code. Therefore, with help of the implementation inheritance, code can be reused. 
CONSTRUCTORS AND DESTRUCTORS

Constructors are used to initialize objects, whereas destructors are used to destroy them. In other words, destructors are used to release the resources allocated to the object. In Visual Basic.NET the sub finalize procedure is available. The sub finalize procedure is used to complete the tasks that must be performed when an object is destroyed. The sub finalize procedure is called automatically when an object is destroyed. In addition, the sub finalize procedure can be called only from the class it belongs to or from derived classes.

GARBAGE COLLECTION


Garbage Collection is another new feature in Visual Basic.NET. The .NET Framework monitors allocated resources, such as objects and variables. In addition, the .NET Framework automatically releases memory for reuse by destroying objects that are no longer in use. In Visual Basic.NET, the garbage collector checks for the objects that are not currently in use by applications. When the garbage collector comes across an object that is marked for garbage collection, it releases the memory occupied by the object.

OVERLOADING

Overloading is another feature in Visual Basic.NET. Overloading enables us to define multiple procedures with the same name, where each procedure has a different set of arguments. Besides using overloading for procedures, we can use it for constructors and properties in a class.

MULTITHREADING

Visual Basic.NET also supports multithreading. An application that supports multithreading can handle multiple tasks simultaneously, we can use multithreading to decrease the time taken by an application to respond to user interaction. To decrease the time taken by an application to respond to user interaction, we must ensure that a separate thread in the application handles user interaction.

STRUCTURED EXCEPTION HANDLING

         Visual Basic.NET supports structured handling, which enables us to detect and remove errors at runtime. In Visual Basic.NET, we need to use Try…Catch…Finally statements to create exception handlers. Using Try…Catch…Finally statements, we can create robust and effective exception handlers to improve the performance of our application.
4.2 FEATURES OF SQL SERVER 2000
The OLAP Services feature available in SQL Server version 7.0 is now called SQL Server 2000 Analysis Services. The term OLAP Services has been replaced with the term Analysis Services. Analysis Services also includes a new data mining component. The Repository component available in SQL Server version 7.0 is now called Microsoft SQL Server 2000 Meta Data Services. References to the component now use the term Meta Data Services. The term repository is used only in reference to the repository engine within Meta Data Services

SQL-SERVER database consist of six type of objects,

They are,

1. TABLE

2. QUERY

3. FORM

4. REPORT

5. MACRO

TABLE:

A database is a collection of data about a specific topic.
VIEWS OF TABLE:

We can work with a table in two types,

1. Design View

2. Datasheet View
Design View

To build or modify the structure of a table we work in the table design view. We can specify what kind of data will be hold.

Datasheet View

To add, edit or analyses the data itself we work in tables datasheet view mode.
QUERY:

         A query is a question that has to be asked the data. Access gathers data that answers the question from one or more table. The data that make up the answer is either dynaset (if you edit it) or a snapshot (it cannot be edited).Each time we run query, we get latest information in the dynaset. Access either displays the dynaset or snapshot for us to view or perform an action on it, such as deleting or updating.
FORMS:

           A form is used to view and edit information in the database record by record .A form displays only the information we want to see in the way we want to see it. Forms use the familiar controls such as textboxes and checkboxes. This makes viewing and entering data easy.
Views of Form:

            We can work with forms in several primarily there are two views,

They are,

1. Design View 

2. Form View
Design View  


   To build or modify the structure of a form, we work in forms design view. We can add control to the form that are bound to fields in a table or query, includes textboxes, option buttons, graphs and pictures.
Form View

        The form view which display the whole design of the form.

REPORT:

        A report is used to vies and print information from the database. The report can ground records into many levels and compute totals and average by checking values from many records at once. Also the report is attractive and distinctive because we have control over the size and appearance of it.
MACRO:

     A macro is a set of actions. Each action in macros does something. Such as opening a form or printing a report .We write macros to automate the common tasks the work easy and save the time.

5. SYSTEM DESIGN


5.1.Data Flow Diagram

1. SON Video Conference
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2. Network traffic analyzer:
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3. Markova QOS process: 
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5.2. UML DIAGRAMS
1. Use Case Diagram:
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2. Class Diagram:


3. Sequence Diagram:
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4. Collaboration Diagram:
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6.SYSTEM TESTING AND MAINTENANCE                   
6.1.System Maintenance:

The objectives of this maintenance work are to make sure that the system gets into work all time without any bug. Provision must be for environmental changes which may affect the computer or software system. This is called the maintenance of the system. Nowadays there is the rapid change in the software world. Due to this rapid change, the system should be capable of adapting these changes. In our project the process can be added without affecting other parts of the system. Maintenance plays a vital role. The system liable to accept any modification after its implementation. This system has been designed to favor all new changes. Doing this will not affect the system’s performance or its accuracy.

6.2.System Testing:


Testing is done for each module. After testing all the modules, the modules are integrated and testing of the final system is done with the test data, specially designed to show that the system will operate successfully in all its aspects conditions. The procedure level testing is made first. By giving improper inputs, the errors occurred are noted and eliminated. Thus the system testing is a confirmation that all is correct and an opportunity to show the user that the system works. The final step involves Validation testing, which determines whether the software function as the user expected. The end-user rather than the system developer conduct this test most software developers as a process called “Alpha and Beta test” to uncover that only the end user seems able to find.


This is the final step in system life cycle. Here we implement the tested error-free system into real-life environment and make necessary changes, which runs in an online fashion. Here system maintenance is done every months or year based on company policies, and is checked for errors like runtime errors, long run errors and other maintenances like table verification and reports.
6.3.UNIT TESTING
          Unit testing verification efforts on the smallest unit of software design, module. This is known as “Module Testing”. The modules are tested separately. This testing is carried out during programming stage itself. In these testing steps, each module is found to be working satisfactorily as regard to the expected output from the module.

6.4.INTEGRATION TESTING
      
  Integration testing is a systematic technique for constructing tests to uncover error associated within the interface. In the project, all the modules are combined and then the entire programmer is tested as a whole. In the integration-testing step, all the error uncovered is corrected for the next testing steps.    

6.5.VALIDATION TESTING

          To uncover functional errors, that is, to check whether functional characteristics confirm to specification or not specified.

7. SYSTEM IMPLEMENTATION 

                      Implementation is the most crucial stage in achieving a successful system and giving the user’s confidence that the new system is workable and effective. Implementation of a modified application to replace an existing one. This type of conversation is relatively easy to handle, provide there are no major changes in the system.  

                     Each program is tested individually at the time of development using the data and has verified that this program linked together in the way specified in the programs specification, the computer system and its environment is tested to the satisfaction of the user. The system that has been developed is accepted and proved to be satisfactory for the user. And so the system is going to be implemented very soon. A simple operating procedure is included so that the user can understand the different functions clearly and quickly.

                  Initially as a first step the executable form of the application is to be created and loaded in the common server machine which is accessible to the entire user and the server is to be connected to a network. The final stage is to document the entire system which provides components and the operating procedures of the system.  

7.1 SCOPE FOR FUTURE DEVELOPMENT

       Every application has its own merits and demerits. The project has covered almost all the requirements. Further requirements and improvements can easily be done since the coding is mainly structured or modular in nature. Changing the existing modules or adding new modules can append improvements. Further enhancements can be made to the application, so that the web site functions very attractive and useful manner than the present one.
8. CONCLUSION:
In this paper we focus on capacity adaptation approach for Service Overlay Networks that are established by leasing bandwidth from Internet Service Providers. The objective is to adapt leased bandwidth and connection rewards in order to maintain network profit maximization while providing required connection blocking probabilities. The profit maximization is based on an economic model from which we derive conditions for profit optimality. The economic model is based on Markov decision theory that allows integration of the capacity and connection reward adaptation with CAC and routing algorithm. The validity of the approach was confirmed by analytical comparison with an exact solution for small network examples. Decomposition of the network problem allows for a distributed implementation based on measurement and estimation of the link parameters. Simulations demonstrated good convergence abilities of the approach where the tradeoff between convergence and stability can be controlled by estimation parameters. The results also confirmed that the blocking constraint can be fulfilled by the proposed reward parameters adaptation. While the proposed framework was illustrated using homogeneous connections, it covers also the multi-rate connections
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LITERATURE SURVEY
1.Guest Editorial Recent Advances in Service Overlay Networks

Abstract

· THE best effort Internet was designed when host connectivity was the primary concern. To achieve this purpose, the Internet followed a simple and robust design philosophy and has become a phenomenal success in the last decade.
· Today’s Internet users are very different from those of a decade ago and their expectations with regard to the Internet have changed considerably.
· Users are now more concerned about timely delivery of desired services than host connectivity. 
· The role of the Internet has also evolved; the Internet has become a commercial infrastructure for service delivery. However, due to the Internet protocol (IP)’s addressing scheme, routing paradigm, and other historical reasons, it is currently not well suited for the purpose of service delivery. 
· In response to these challenges, various forms of overlay networks have been proposed and some deployed over the Internet. 
· For example, commercial content delivery service providers have used proprietary server networks over the existing Internet to bring content closer to users.
· In the meantime, grassroots users have actively contributed their computers to form various kinds of peer-to-peer networks for file swapping and content sharing.
· The purpose of this issue is to disseminate state-of-the-art research results that address service delivery over the Internet with overlay networks.
2. oStream: Asynchronous Streaming Multicast in Application-Layer Overlay Networks
Abstract
Although initially proposed as the deployable alternative to IP multicast, application-layer overlay network actually revolutionizes the way network applications can be built, since each overlay node is an end host, which is able to carry out more functionalities than simply forwarding packets. This paper addresses the on-demand media distribution problem in the context of overlay network. We take advantage of the strong buffering capabilities of end hosts, and propose a novel overlay multicast strategy, oStream. We have performed extensive analysis and performance evaluation with respect to the scalability and the efficiency of oStream. With respect to the required server bandwidth, we show that oStream defeats the theoretical lower bound of traditional multicast-based approaches, under both sequential and non-sequential stream access patterns. oStream is also robust against burst requests. With respect to bandwidth consumption on the backbone network, we show that the benefit introduced by oStream overshadows the topological inefficiency (e.g., link stress and stretch) introduced by using application layer multicast.
3. Tapestry: A Resilient Global-Scale Overlay for Service Deployment
Abstract

We present Tapestry, a peer-to-peer overlay routing infrastructure offering efficient, scalable, location-independent routing of messages directly to nearby copies of an object or service using only localized resources. Tapestry supports a generic decentralized object location and routing applications programming interface using a self-repairing, soft-state-based routing

layer. This paper presents the Tapestry architecture, algorithms, and implementation. It explores the behavior of a Tapestry deployment on PlanetLab, a global testbed of approximately 100 machines. Experimental results show that Tapestry exhibits stable

behavior and performance as an overlay, despite the instability of the underlying network layers. Several widely distributed applications have been implemented on Tapestry, illustrating its utility as a deployment infrastructure.
4. Design and Evaluation of a Distributed Scalable Content Discovery System

Abstract

A content discovery system (CDS) allows nodes in the system to discover contents published by some other nodes in the system. Existing CDS systems have difficulties in achieving both scalability and rich functionality. In this paper, we present the design and evaluation of a distributed and scalable CDS. Our system uses rendezvous points (RPs) for content registration and query resolution, and can accommodate frequent updates from dynamic contents. Contents stored in our system can be searched via subset matching. We propose a novel mechanism that uses load balancing matrices (LBMs) to dynamically balance both registration and query load across nodes in the system to maintain high system throughput even under skewed load. Our system utilizes existing distributed hash table (DHT) mechanisms for CDS overlay network management and routing. We validate our system’s scalability and load balancing properties using extensive simulation.
5. QRON: QoS-Aware Routing in Overlay Networks
Abstract

Recently, many overlay applications have emerged in the Internet, such as peer-to-peer file sharing, end host multicasting, and content distribution network. Currently, each of these applications requires their proprietary functionality support, such as network topology discovery, routing path selection, fault detection and tolerance, etc. A general unified framework may be a desirable alternative to application-specific overlays. In this paper, we introduce the concept of overlay brokers (OBs). We assume that each autonomous system in the Internet has one or more OBs. These OBs cooperate with each other to form an overlay service network (OSN) and provide overlay service support for overlay applications, such as resource allocation and negotiation, overlay routing, topology discovery, and other functionalities. The scope of our effort is the support of quality-of-service (QoS) in overlay networks. In this paper, our primary focus is on the design of QoSaware routing protocols for overlay networks (QRONs). The goal of QRON is to find a QoS-satisfied overlay path, while trying to balance the overlay traffic among the OBs and the overlay links in the OSN. A subset of OBs, connected by the overlay paths, can form an application specific overlay network for an overlay application. The proposed QRON algorithm adopts a hierarchical methodology that enhances its scalability. Two different types of path selection algorithms are analyzed in our paper. We have simulated the protocols based on the transit-stub topologies produced by GT-ITM. Simulation results have shown that the proposed algorithms perform well in providing QoS-aware overlay routing service.
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static void Main() 



{




Application.Run(new Login ());



}



#region Voice_In()



private void Voice_In()



{




byte[] br;

r.Bind(new  IPEndPoint(IPAddress.Any,int.Parse(text_ReceiveingPORT.Tex)));




while (true)





{





br = new byte[16384];





r.Receive(br);





m_Fifo.Write(br, 0, br.Length);





}



}



#endregion



#region Voice_Out()



private void Voice_Out(IntPtr data, int size)



{




if (m_RecBuffer == null || m_RecBuffer.Length < size)




m_RecBuffer = new byte[size];

System.Runtime.InteropServices.Marshal.Copy(data, m_RecBuffer, 0, size);

r.SendTo(m_RecBuffer, new    IPEndPoint(IPAddress.Parse(text_IP.Text), int.Parse(text_SendingPort.Text)));



}  



#endregion

private WaveOutPlayer m_Player;



private WaveInRecorder m_Recorder;



private FifoStream m_Fifo = new FifoStream();



private Socket r;



private Thread t;



private bool connected = false;



private byte[] m_PlayBuffer;



private byte[] m_RecBuffer;



TcpClient myclient;



MemoryStream ms;



NetworkStream myns;



BinaryWriter  mysw;



Thread myth;



TcpListener mytcpl;







Socket mysocket;



NetworkStream ns;



private void Form1_Load(object sender, System.EventArgs e)



{




myth= new Thread  (new System.Threading .ThreadStart(Start_Receiving_Video_Conference)); 



myth.Start (); 



}



private void Start_Receiving_Video_Conference()



{




try




{

                mytcpl =new TcpListener(int.Parse(text_Camera_rec_port .Text));










mytcpl.Start ();











mysocket = mytcpl.AcceptSocket ();







ns = new NetworkStream (mysocket);
 





pictureBox2.Image = Image.FromStream(ns);





mytcpl.Stop();












if (mysocket.Connected ==true)

    





{






while (true)






{







Start_Receiving_Video_Conference ();










}





}





myns.Flush();




}




catch (Exception){}



}



private void Start_Sending_Video_Conference(string remote_IP,int port_number)



{




try




{





ms = new MemoryStream();





pictureBox1.Image.Save(ms,System.Drawing.Imaging.ImageFormat.Jpeg);





byte[] arrImage = ms.GetBuffer();





myclient = new TcpClient (remote_IP,port_number);





myns = myclient.GetStream ();





mysw = new BinaryWriter (myns);





mysw.Write(arrImage);





ms.Flush();





mysw.Flush();





myns.Flush();





ms.Close();





mysw.Close ();





myns.Close ();





myclient.Close ();




}




catch (Exception ex)




{





Capturing.Enabled = false;





MessageBox.Show(ex.Message,"Video Conference Error Message",MessageBoxButtons.OK,MessageBoxIcon.Error);




}



}



private void Start()



{




Stop();




try




{





WaveFormat fmt = new WaveFormat(44100, 16, 2);





m_Player = new WaveOutPlayer(-1, fmt, 16384, 3, new BufferFillEventHandler(Filler));





m_Recorder = new WaveInRecorder(-1, fmt, 16384, 3, new BufferDoneEventHandler(Voice_Out));




}




catch




{





Stop();





throw;




}



}



private void Stop()



{




if (m_Player != null)





try





{






m_Player.Dispose();





}





finally





{






m_Player = null;





}




if (m_Recorder != null)





try





{






m_Recorder.Dispose();





}





finally





{






m_Recorder = null;





}




m_Fifo.Flush();



}



private void Filler(IntPtr data, int size)



{




if (m_PlayBuffer == null || m_PlayBuffer.Length < size)





m_PlayBuffer = new byte[size];




if (m_Fifo.Length >= size)





m_Fifo.Read(m_PlayBuffer, 0, size);




else





for (int i = 0; i < m_PlayBuffer.Length; i++)






m_PlayBuffer[i] = 0;




System.Runtime.InteropServices.Marshal.Copy(m_PlayBuffer, 0, data, size);



}



private void Form1_Closing(object sender, System.ComponentModel.CancelEventArgs e)



{




try




{





myth.Abort ();





mytcpl.Stop ();





ns.Flush();





ns.Close();





t.Abort();





r.Close();





Stop();





myclient.Close ();





ms.Close ();





myns.Close ();





mysw.Close ();




}




catch(Exception){}



}



private void button2_Click(object sender, System.EventArgs e)



{




Stop();



}



private void button1_Click(object sender, System.EventArgs e)



{




if (connected == false)




{





t.Start();





connected = true;




}




Start();



}



private void button4_Click(object sender, System.EventArgs e)



{




this.WebCamCapture.TimeToCapture_milliseconds = 1;




this.WebCamCapture.Start(0);




Capturing.Enabled = true;



}



private void button3_Click(object sender, System.EventArgs e)



{




this.WebCamCapture.Stop();




Capturing.Enabled = false;



}



private void Capturing_Tick(object sender, System.EventArgs e)



{



Start_Sending_Video_Conference(text_IP.Text,int.Parse(text_Camera_send_port.Text));



}



private void WebCamCapture_ImageCaptured(object source, WebCam_Capture.WebcamEventArgs e)



{



this.pictureBox1.Image = e.WebCamImage;



}   

              private void button5_Click(object sender, EventArgs e)

        {

            SystemMonitor.Form1 aa = new SystemMonitor.Form1();

            aa.ShowDialog();

        }
                    
}

}
         User
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