Modules

1. Pre processing
In the preprocessing take the single gray image in 10 different directions

And measure the points in 28 dimensions of each gray image 

2. PCA projection (Principal Component Analysis)
We project the image set fxig into the PCA subspace by throwing away

the smallest principal components. In our experiments, we kept 98 percent information in the sense of reconstruction error. For the sake of simplicity, we still use x to denote the images in the PCA subspace in the following steps. We denote by WPCA the transformation matrix of PCA. 

3. Constructing the nearest-neighbor graph
Let G denote a graph with n nodes. The ith node corresponds to

the face image xi. We put an edge between nodes i and j if xi and xj are “close,” i.e., xj is among k nearest neighbors of xi, or xi is among k nearest neighbors of xj. The constructed nearest neighbor graph is an approximation of the local manifold structure. Note that here we do not use the "-neighborhood to construct the graph. This is simply because it is often difficult to choose the optimal “in the real-world applications, while k nearest-neighbor graph can be constructed more stably. The disadvantage is that the k nearest-neighbor search will increase the computational complexity of our algorithm.

4. Choosing the weights of neighboring pixel
If node i and j are connected, put 

Sij ¼ e_

xi_xj k k2

t ; ð34Þ

column (or row, since S is symmetric) sums of S, Dii ¼ Pj Sji. L ¼ D _ S is the Laplacian matrix. The ith row of matrix X is xi. Let w0;w1; . . . ;wk_1 be the solutions of (35), ordered according to their eigenvalues, 0 _ _0 _ _1 _ _ _ _ _ _k_1.

These eigenvalues are equal to or greater than zero because the matrices XLXT and XDXT are both symmetric and positive semidefinite. Thus, the embedding is as follows: x ! y ¼ WTx; ð36Þ

W ¼ WPCAWLPP ; ð37Þ

WLPP ¼ ½w0;w1; _ _ _ ;wk_1_; ð38Þ

where y is a k-dimensional vector. W is the transformation matrix. This linear mapping best preserves the manifold’s estimated intrinsic geometry in a linear sense. The column vectors of W are the so-called Laplacianfaces. This principle is implemented with unsupervised learning concept with training and test data.

5. Recognize the image
Then measure the value as from test DIR which contain more gray image 
If it is match with any gray image then it recognize and show the image or else it not recognize
