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ABSTRACT
BRAIN-MACHINE INTERFACE
A brain-machine interface (BCI), sometimes called a direct neural interface or a brain-computer interface, is a direct communication pathway between a human or animal brain and an external device. In one-way BCIs, computers either accept commands from the brain or send signals to it (for example, to restore vision) but not both. Two-way BCIs would allow brains and external devices to exchange information in both directions but have yet to be successfully implanted in animals or humans.
In this definition, the word brain means the brain or nervous system of an organic life form rather than the mind. Computer means any processing or computational device, from simple circuits to silicon chips. Research on BCIs began in the 1970s, but it wasn't until the mid-1990s that the first working experimental implants in humans appeared. Following years of animal experimentation, early working implants in humans now exist, designed to restore damaged hearing, sight and movement. With recent advances in technology and knowledge, pioneering researchers could now conceivably attempt to produce BCIs that augment human functions rather than simply restoring them, previously only a possibility in science fiction.
INTRODUCTION
Man machine interface has been one of the growing fields of research and development in recent years. Most of the effort has been dedicated to the design of user- 

friendly or ergonomic systems by means of innovative interfaces such as voice recognition, virtual reality. A direct brain-computer interface would add a new dimension to man-machine interaction. 

A brain-computer interface, sometimes called a direct neural interface or a brain machine interface, is a direct communication pathway between a human or animal brain(or brain cell culture) and an external device. In one BCIs, computers either accept commands from the brain or send signals to it but not both. Two way BCIs will allow brains and external devices to exchange information in both directions but have yet to be successfully implanted in animals or humans. 

Brain-Computer interface is a staple of science fiction writing. In its earliest incarnations no mechanism was thought necessary, as the technology seemed so far fetched that no explanation was likely. As more became known about the brain however, the possibility has become more real and the science fiction more technically sophisticated. Recently, the cyberpunk movement has adopted the idea of 'jacking in', sliding 'biosoft' chips into slots implanted in the skull(Gibson, W.1984).Although such biosofts are still science fiction, there have been several recent steps toward interfacing the brain and computers. 

In this definition, the word brain means the brain or nervous system of an organic life form rather than the mind. Computer means any processing or computational device, from simple circuits to silicon chips (including hypothetical future technologies like quantum computing). 

Research on BCIs has been going on for more than 30 years but from the mid 1990’s there has been dramatic increase working experimental implants. The common thread throughout the research is the remarkable cortical-plasticity of the brain, which often adapts to BCIs treating prostheses controlled by implants and natural limbs. With recent advances in technology and knowledge, pioneering researches could now conceivably attempt to produce BCIs that augment human functions rather than simply restoring them, previously only the realm of science fiction. 
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Schematic diagram of a BCI system
WORKING ARCHITECTURE
Introduction:

Before moving to real implications of BCI and its application let us first discuss the three types of BCI. These types are decided on the basis of the technique used for the interface. Each of these techniques has some advantages as well as some disadvantages. The three types of BCI are as follows with there features:
Invasive BCI:

Invasive BCI are directly implanted into the grey matter of the brain during neurosurgery. They produce the highest quality signals of BCI devices . Invasive BCIs has targeted repairing damaged sight and providing new functionality to paralyzed people. But these BCIs are prone to building up of scar-tissue which causes the signal to become weaker and even lost as body reacts to a foreign object in the brain.
In vision science, direct brain implants have been used to treat non-congenital i.e. acquired blindness. One of the first scientists to come up with a working brain interface to restore sight as private researcher, William Dobelle.
Dobelle’s first prototype was implanted into Jerry, a man blinded in adulthood, in1978. A single-array BCI containing 68 electrodes was implanted onto Jerry’s visual cortex and succeeded in producing phosphenes, the sensation of seeing light. The system included TV cameras mounted on glasses to send signals to the implant. Initially the implant allowed Jerry to see shades of grey in a limited field of vision and at a low frame-rate also requiring him to be hooked up to a two-ton mainframe. Shrinking electronics and faster computers made his artificial eye more portable and allowed him to perform simple tasks unassisted.
Partially Invasive BCI:

Partially invasive BCI devices are implanted inside the skull but rest outside the brain rather than amidst the grey matter. They produce better resolution signals than non-invasive BCIs where the bone tissue of the cranium deflects and deforms signals and have a lower risk of forming scar-tissue in the brain than fully-invasive BCIs.
Electrocorticography(ECoG) uses the same technology as non-invasive electroencephalography, but the electrodes are embedded in a thin plastic pad that is placed above the cortex, beneath the dura mater. ECoG technologies were first traled in humans in 2004 by Eric Leuthardt and Daniel Moran from Washington University in St Louis. In a later trial, the researchers enabled a teenage boy to play Space Invaders using his ECoG implant. This research indicates that it is difficult to produce kinematic BCI devices with more than one dimension of control using ECoG. 
Light Reactive Imaging BCI devices are still in the realm of theory. These would involve implanting laser inside the skull. The laser would be trained on a single neuron and the neuron’s reflectance measured by a separate sensor. When neuron fires, The laser light pattern and wavelengths it reflects would change slightly. This would allow researchers to monitor single neurons but require less contact with tissue and reduce the risk of scar-tissue build up. 
Non-Invasive BCI :

As well as invasive experiments, there have also been experiments in humans using non-invasive neuroimaging technologies as interfaces. Signals recorded in this way have been used to power muscle implants and restore partial movement in an experimental volunteer. Although they are easy to wear, non-invasive implants produce poor signal resolution because the skull dampens signals, dispersing and blurring the electromagnetic waves created by the neurons. Although the waves can still be detected it is more difficult to determine the area of the brain that created them or the actions of individual neurons.
Electroencephalography(EEG) is the most studied potential non-invasive interface, mainly due to its fine temporal resolutions, ease of use, portability and low set-up cost. But as well as the technology's susceptibility to noise, another substantial barrier to using EEG as a brain-computer interface is the extensive training required before users can work the technology.
A further parameter is the method of feedback used and this is shown in studies of P300 signals. Patterns of P300 waves are generated involuntarily (stimulus-feedback) when people see something they recognise and may allow BCIs to decode categories of thoughts without training patients first. By contrast, the biofeedback methods described above require learning to control brainwaves so the resulting brain activity can be detected.

Magnetoencephalography (MEG) and functional magnetic resonance imaging (fMRI) have both been used successfully as non-invasive BCIs. In a widely reported experiment, fMRI allowed two users being scanned to play Pong in real-time by altering their haemodynamic response or brain blood flow through biofeedback techniques. fMRI measurements of haemodynamic responses in real time have also been used to control robot arms with a seven second delay between thought and movement.
Cell-culture BCIs:

Researchers have also built devices to interface with neural cells and entire neural networks in cultures outside animals. As well as furthering research on animal implantable devices, experiments on cultured neural tissue have focused on building problem-solving networks, constructing basic computers and manipulating robotic devices. Research into techniques for stimulating and recording from individual neurons grown on semiconductor chips is sometimes referred to as neuroelectronics or neurochips. 
In 2003, a team led by Theodore Berger at the University of Southern California started work on a neurochip designed to function as an artificial or prosthetic hippocampus. The neurochip was designed to function in rat brains and is intended as a prototype for the eventual development of higher-brain prosthesis. The hippocampus was chosen because it is thought to be the most ordered and structured part of the brain and is the most studied area. Its function is to encode experiences for storage as long-term memories elsewhere in the brain.
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Thomas DeMarse at the University of Florida used a culture of 25,000 neurons taken from a rat's brain to fly a F-22 fighter jet aircraft simulator.After collection, the cortical neurons were cultured in a petri dish and rapidly begin to reconnect themselves to form a living neural network. The cells were arranged over a grid of 60 electrodes and trained to control the pitch and yaw functions of the simulator. The study's focus was on understanding how the human brain performs and learns computational tasks at a cellular level.

Animal BCI research:

Several laboratories have managed to record signals from monkey and rat cerebral cortexes in order to operate BCIs to carry out movement. Monkeys have navigated computer cursors on screen and commanded robotic arms to perform simple tasks simply by thinking about the task and without any motor output. Other research on cats has decoded visual signals.
Early work:

In the 1980s, Apostolos Georgopoulos at Johns Hopkins University found a mathematical relationship between the electrical responses of single motor-cortex neurons in rhesus macaque monkeys and the direction that monkeys moved their arms (based on a cosine function). He also found that dispersed groups of neurons in different areas of the brain collectively controlled motor commands but was only able to record the firings of neurons in one area at a time because of technical limitations imposed by his equipment. 
There has been rapid development in BCIs since the mid-1990s. Several groups have been able to capture complex brain motor centre signals using recordings from neural ensembles (groups of neurons) and use these to control external devices, including research groups led by Richard Andersen, John Donoghue, Phillip Kennedy, Miguel Nicolelis, and Andrew Schwartz.

The Current BCI Techniques
P300 Detection:
The P300 component is a positive-going ERP in the EEG with a latency of about 300ms following the onset of a rarely- occurring stimulus the subject has been instructed to detect. The EEG was recorded using electrodes placed at the Pz (parietal) site (10/20 International System), limited with band-pass filters to .02-35Hz and digitized at 50Hz. Electro-oculogram (EOG) data was also recorded from each subject via electrodes placed above and below the right eye. The "odd-ball" paradigm was used to elicit the P300, where a number of stimuli are presented to the experimental subject who is required to pay attention to a particular, rarely-occurring stimulus and respond to it in some non- motor way, such as by counting occurrences. Detecting the P300 response reliably requires averaging the EEG response over many presentations of the stimuli.
VEP Detection:

It describes presenting a 64-position block on a computer screen and detecting which block the subject looks at. In each case, several simultaneously presented stimuli are made to change rapidly in some controlled way(intensity, pattern, color-shift) and the subject has scalp electrodes placed over the visual cortex (back of the head) in a position to detect changes in the evoked potential(VEP) at that location.
EEG Pattern Mapping:
Several experimenters describe techniques for classifying, detecting and mapping EEG patterns. Pfurtscheller's technique used a neural net featuring learning-vector quantization (LVQ) to map EEG patterns during the 1-second interval before a signal the experimental subject was instructed to wait for.
Keirn and Aunon [Keirn&Aunon 1990] recorded EEG data from 

scalp-mounted electrodes at locations P3, P4, C3, C4, O1 and O2 (International 10/20 System) during accomplishment of 5 different tasks during which subjects had their eyes open or closed, for 10 alternative responses. The tasks included: 

(1) relaxing and trying to think of nothing, 

(2) a non-trivial multiplication problem, 

(3) a 30-second study of a drawing of a 3-dimensional object after which subjects were to 

visualize the object being rotated about an axis, 

(4) mental composition of a letter to a friend, and 

(5) visualize numbers being written on a blackboard sequentially, with the previous 

number being erased before the next was written.
Detecting lateral hemisphere differences:

Drake [Drake 1993] studied induced lateral differences in relative brain hemisphere activation after subjects heard arguments through left, right or both earphones which they either strongly agreed with or strongly disagreed with, as determined by prior 

interviews. Subjects exhibited greater discounting of arguments they disagreed with during left hemisphere activation as measured by ratings of truth. Results supported previous work indicating asymmetries in lateral activation potential during processing 

pursuasive arguments, however the study did not include measuring directly either activation levels or potentials in the cortex. 
Brain Gate
BrainGate is a brain implant system developed by the bio-tech company Cyberkinetics in 2003 in conjunction with the Department of Neuroscience at Brown University. The device was designed to help those who have lost control of their limbs, or other bodily functions, such as patients with amyotrophic lateral sclerosis (ALS) or spinal cord injury. The computer chip, which is implanted into the brain, monitors brain activity in the patient and converts the intention of the user into computer commands.
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Currently the chip uses 100 hair-thin electrodes that sense the electro-magnetic signature of neurons firing in specific areas of the brain, for example, the area that controls arm movement. The activity is translated into electrically charged signals and are then sent and decoded using a program, which can move either a robotic arm or a computer cursor. According to the Cyberkinetics' website, three patients have been implanted with the BrainGate system. The company has confirmed that one patient (Matt Nagle) has a spinal cord injury, whilst another has advanced ALS.
In addition to real-time analysis of neuron patterns to relay movement, the Braingate array is also capable of recording electrical data for later analysis. A potential use of this feature would be for a neurologist to study seizure patterns in a patient with epilepsy.
Cyberkinetics has a vision, CEO Tim Surgenor explained to Gizmag, but it is not promising "miracle cures", or that quadriplegic people will be able to walk again - yet. Their primary goal is to help restore many activities of daily living that are impossible for paralysed people and to provide a platform for the development of a wide range of other assistive devices.
Cyberkinetics hopes to refine the BrainGate in the next two years to develop a wireless device that is completely implantable and doesn't have a plug, making it safer and less visible. And once the basics of brain mapping are worked out there is potential for a wide variety of further applications
DARPA:
The Brown University group was partially funded by the Defence Advanced Research Projects Agency (DARPA), the central research and development organisation for the US Department of Defence (DoD). DARPA has been interested in Brain-Machine-Interfaces (BMI) for a number of years for military applications like wiring fighter pilots directly to their planes to allow autonomous flight from the safety of the ground. Future developments are also envisaged in which humans could 'download' memory implants for skill enhancement, allowing actions to be performed that have not been learned directly.
BCI APPLICATIONS
Introduction:

After we go through the various techniques of BCI the first question that comes to our mind is, what does BCI do to us and what are its applications.So BCI in today’s time turns useful to us in many ways. Whether it be any medical field or a field leading to enhancement of human environment. 

Some of the BCI applications are discussed below:

The Mental Typewriter: 

The initial project demonstrates how a paralysed patient could communicate by using a mental typewriter alone – without touching the keyboard. In the case of serious accident or illness, a patient’s limbs can be paralyzed, severely restricting communication with the outside world. The interface is already showing how it can help these patients to write texts and thus communicate with their environment. There’s also a PONG game (computer tennis) used to demonstrate how the interface can be used. Brain Pong involves two BBCI users playing a game of teletennis in which the “rackets” are controlled by imagining movements and predictably the general media has focussed the majority of its attention on computer gaming applications but BCCI could equally be used in safety technologies (e.g. in automobiles for monitoring cognitive driver stress), in controlling prostheses, wheelchairs, instruments and even machinery.
BCI offers paralyzed patients improved quality of life:

A brain–computer interface installed early enough in patients with neuron-destroying diseases can enable them to be taught to communicate through an electronic device and slow destruction of the nervous system.

Fundamental theories regarding consciousness, emotion and quality of life in sufferers of paralysis from Amyotrophic Lateral Sclerosis (ALS) are being challenged based on new research on brain-computer interaction. ALS is a progressive disease that destroys neurons affecting movement.

Researchers have found that by implementing a brain-computer –interface before the completely locked-in state occurs, a patient can be taught to communicate through an electronic device with great regularity. The continued interaction between thought, response and consequence is believed to slow the destruction of the nervous system.
Adaptive BCI for Augmented Cognition and Action:

The goal of this project is to demonstrate improved human/computer performance for specific tasks through detection of task-relevant cognitive events with real-time EEG (Fig. 1). For example, in tasks for which there is a direct tradeoff between reaction time and error rate, (such as typing or visual search) it may be beneficial to correct a user’s errors without interrupting the pace of the primary task. Such a user interface is possible through the direct detection of EEG signatures associated with the perception of a error, often referred to as Error Related Negativity. In general such signatures may be used to dynamically adjust the behavior of human-computer interfaces and information displays.
This project advances signal analysis techniques for high density EEG to detect discrete events associated with cognitive processing. Corresponding real-time adaptive interfaces with sub-second latency are being designed to evaluate this concept of an adaptive brain-computer interface in three specific applications:

(1)Error and conflict perception:

Error related negativity (ERN) in EEG has been linked to perceived response errors and conflicts in decision-making. In this project we have developed single trial ERN detection to predict task-related errors. The system can be used as an automated real-time decision checker for time-sensitive control tasks.

(2) Working memory encoding:
Transient modulation of oscillations in the theta (4-8 Hz) and gamma (20-30 Hz) bands, recorded using EEG and magnetoencephalography (MEG), have been implicated in the encoding and retrieval of semantic information in working memory. In this project we will exploit these neural correlates of semantic processing to detect problems with semantic information processing. This memory gauge could be used to detect memory recall deficits, and repeat or enhance the presented information and thus better prime memory recall.
(3) Rapid visual recognition:
This paradigm has the potential to improve the performance of Image Analysts who need to routinely survey large volumes of aerial imagery within short periods of time. In addition, the approach looks to measure the "bottleneck" between constant delay perceptual processing and more variable delay cognitive processing. Thus the detected signatures can be used to "gauge" if cognitive systems are capable/incapable of assimilating perceptual input for fast decision making.
[image: image4.emf]
Real-time brain computer interface system for augmented cognition and action.
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Reduction of error by correcting a subjects response based on single trial detection of perceived reaction errors using Error Related Negativity. First two bars show reduction of error rate by a factor of 2 for one of 7 subjects. The number of perceived and detected errors (right) could be understood as an "gauge" that measures perceived task difficulty over an extended period of time (minutes).
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Increase in target image throughput for detected EEG signatures compared to the covert responses (button release). Note that the detected EEG signature results in a larger fraction of the targets to be placed in the front of the image stack, thus improving image search efficiency.

The ABI software
Introduction:

ABI is a simple software for the Modular EEG that implements an experimental Brain Computer Interface (BCI). Nowadays, BCI research is an highly active field, but the existing technology is still immature for its use outside of a lab's settings. The ABI software tries to provide a simple tool for hobbyists to do experiments on its own with BCI technology.
Work of the software:

The ABI is a BCI based on trials. A trial is a time interval where the user generates brainwaves to perform an action. The BCI tries to process this signal and to associate it to a given class. The association is done by feeding a neural net with the preprocessed EEG data. The neural net's output is then further processed and this final output corresponds to the given class. The neural net should be trained in order to learn the association.
The ABI software allows you to 

1.Do simple Biofeedback. You can display raw EEG channels, narrow band frequency amplitudes and classes. 

2.Simulate trials. 

3.Record trials for a number of choice of different classes. 
4.Train the interface. 
Instructions:

By executing ABI, it reads a configuration file called "abi.txt" (which you can edit with a simple text editor), where the way the BCI should act is specified. ABI tries to load the trial file defined in the configuration file. The trial file is a text database containing trials for different classes. Then, the main screen is displayed.

ABI has three operating modes: SIMULATION, RECORDING and TRAINING. You can switch between operating modes by pressing F1, F2 or F3 respectively.

The operation is quite simple. The user records several trials for the different classes (RECORDING mode). Each class is associated to a different mental task. After recording a reasonable amount of trials (more than 50 trials for each class), the user can train the system to learn a way to discriminate between the different classes (TRAINING mode). This process can be repeated in order to improve the quality of the recognition. The system can be tested under the SIMULATION mode.
The Configuration File:

The configuration file tells ABI where to load the trial data from, how many channels the system should use, which features it should use, etc. You can open it with your favourite text editor and edit it. To start ABI with a different configuration file other than the default "abi.txt", invoce ABI with the following syntax at the command prompt: 

abi <my_configuration_file> 
Considerations:
First of all, be patient! The system tries, by using a trainable classification method, to adapt the BCI to the user, and in this way, to simplify the learning process required by the user. Nevertheless, as any other instrument, it requires a considerable amount of time to use the BCI in order to get nice results.
BCI technology is still in its infancy, so little is known about which mental tasks are better than others for BCIs. Also, the electrode placing is important. If your electrode setting isn't appropiate, then it can happen that they even aren't recording the cortical areas related to the mental task!
Research has discovered the following changes in electrical activity during mental tasks

Motor Imaginery: Imagination of physical movement produces changes in the sensorymotor cortex. In example, imagination of left and right middle finger imagination produces changes, namely (de-)synchronization on electrode positions around C3 and C4. Good features are around 10 and 20 Hz. 

• Rotation of 3D objects: Literature stated that during imagination of rotation of 3d objects involves frontal and temporal lobe activity. They seem to sinchronize. Good features are around 10 Hz. 
Classifier Design:

The design of the classifier is heavily based on Christin Schäfer's design used for the Dataset III of the BCI Competition II. Instead of using a Gaussian multivariate Bayesian classifier, here we use a neural net to obtain the classification for each time instant t. Those outputs are then integrated in time using a weighted sum. The idea is simple: outputs with low confusion should have higher weights. 

These are the different steps: 

[image: image8.emf]
These are the different steps: 

(1)Aquire raw EEG data. Filter the EEG channel using a bandpass filter between 4 and 25 Hz. 

(2)Use Morlet Wavelets to extract local frequency information. Compute their absolute value. These are the feature channels. 

(3)Feed a two layer feedforward neural net with the frequency information and an additional time channel (restarts at zero at the begin of every trial). The neural net has two layers: the first weight layer uses the tanh activation 
function, the second a normal logistic activation. The net is trained using the cross-entropy error as the optimization criterion. The output of the neural net is the estimated instant classification. 

(4)The final classification is obtained after performing a weighted time integration of the instant outputs, where individual weights are higher for low entropy outputs. 
Electrode Positions:

As a reference, this is the international 10-20 system:
[image: image9.emf]
Fast Testing:
If you want to check if the software is actually doing something, try the following simple test. This isn't a real BCI test, it's just for testing purposes. 

Try to control the bars by simple teeth grinding. This is quite simple. Using just one channel over the frontal area (Fp1 and Fp2 per example), you can train ABI to discriminate between 2 different classes.

Now, enter the RECORDING mode by pressing [F2]. Grind your teeth when the system asks you to perform the mental task associated to class 1 (the left bar). Relax for class 2. After recording 10 trials for each class, train the network by pressing [F3]. Wait until the classification error drops to a reasonable amount (per example, 1.2 bits). Then, enter the SIMULATION node by pressing [F1]. Repeat the same as when you've been recording. The system should classify the trials correctly: when you grind your teeth, the left bar should be higher than the right one, and viceversa.

CONCLUSION
Brain-Computer Interface (BCI) is a method of communication based on voluntary neural activity generated by the brain and independent of its normal output pathways of peripheral nerves and muscles. 

          The neural activity used in BCI can be recorded using invasive or noninvasive techniques. 

We can say as detection techniques and experimental designs improve, the BCI will improve as well and would provide wealth alternatives for individuals to interact with their environment.
FUTURE SCOPE
Since the original demonstration that electrical activity generated by ensembles of cortical neurons can be employed directly to control a robotic manipulator, research on brain-machine interfaces (BMIs) has experienced an impressive growth. Today BMIs designed for both experimental and clinical studies can translate raw neuronal signals into motor commands that reproduce arm reaching and hand grasping movements in artificial actuators. Clearly, these developments hold promise for the restoration of limb mobility in paralyzed subjects. However, as we review here, before this goal can be reached several bottlenecks have to be passed. These include designing a fully implantable biocompatible recording device, further developing real-time computational algorithms, introducing a method for providing the brain with sensory feedback from the actuators, and designing and building artificial prostheses that can be controlled directly by brain-derived signals. By reaching these milestones, future BMIs will be able to drive and control revolutionary prostheses that feel and act like the human arm.
Brain-Machine Interfaces and Non-pharmacological Enhancement:
The man on the street is more likely to use pharmaceutical enhancement at some point in his life              than any of the methods discussed .Nevertheless, nonpharmaceutical methods for altering brain function have evolved rapidly over the past decade. It seems likely that they will become more widely used for the treatment of neurological and psychiatric disorders and, eventually, for the enhancement of normal healthy brains. Three lines of research are paving the way for         nonpharmacologic brain enhancement. The first is brain stimulation, either by implanted devices or transcranial magnetic stimulators.
   Military enhancement with BCIs:

    Alongside therapeutic interventions, rapid advances in BCI technologies will also create   opportunities for neurosurgeons to participate in improving military training and operations, particularly through combat performance modification and optimization. In fact, the use of neuroscientific approaches for achieving these goals is already an evolving area of research. During the last decade, the Pentagon's DARPA launched the "Advanced Speech Encoding Program" to develop nonacoustic sensors for speech encoding in acoustically hostile environments, such as inside of a military vehicle or an urban environment.The DARPA division is currently involved in a program called "Silent Talk" that aims to develop user-to-user communication on the battlefield through EEG signals of "intended speech," thereby eliminating the need for any vocalization or body gestures. Such capabilities will be of particular benefit in reconnaissance and special operations settings, and successful applications of silent speech interfaces have already been reported.
Extended Identity :

Mind transfer or uploading is the concept of transferring cognition, consciousness and the whole self to an alternative medium, like a digital medium, by using new brain machine interfaces.
Virtual Reality:
The real concept of virtual reality is to have environments with full immersion. In addition to encompassing all of the senses these en- vironments have the capability to include emotions, like pleasures of any kind, other derivatives of our sensory experience and mental re- actions, by applying advanced brain machine interfaces.
Healing by the Hands :
The healing by the hands concept is the ultimative way to heal hu- mans and animals. Also special versions of this technology are ap- plicable to repair non-living objects, like plants or machines. This technology and its device can be used alone or in conjunction with an Ontoscope and other technological instruments.
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