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ABSTRACT:

Tele-immersion is a new communication medium trying to create the illusion those users at geographically dispersed (distributed) places share the same physical space possibly augmented (better) by virtual components. 

Tele-Immersion System Is First "Network Computer," With Input, Processing and Output in Different Locations

Tele-immersion may be the next major development in information technology. Now, you can visit an individual (single human being) across the world without stepping a foot outside...

Users will feel like they are actually looking, talking, and meeting with each other face-to-face in the same room. 

Tele-immersion presents the greatest technological challenge for Internet2. 

CONTENTS:

· What is Tele-Immersion???

· Introduction

· History

· Overview
· Brief Description
· Tele-immersion: Virtual Reality 


· Scanning Techniques

· Real Time 3D Environment scanning


· Off-Line "Gold Standard" Environment Scanning

· Real-Time 2D WFOV Teleconferencing 

· Tele-Immersion Networks

· Network Information

· Internet2 Added Value

· The role of Advanced Network & Services

· Other Network Information

· Adaptive Networking for Tele-Immersion

· System Description

· Applications
· Electronic Book for Surgical training

· Multi-person Tele-Immersion 

· Overcoming Technical Issues


· Recent Achievements
· Conclusion

Introduction

What is Tele-Immersion??? 
Tele-immersion is a new communication medium trying to create the illusion those users at geographically dispersed (distributed) places share the same physical space possibly augmented (better) by virtual components. 

Overview

Tele-Immersion will enable users at geographically distributed sites to collaborate (cooperate with each other) in real time in a shared, simulated environment as if they were in the same physical room. This new paradigm for human-computer interaction is the ultimate synthesis (mixture) of networking and media technologies and, as such, it is the greatest technical challenge for Internet2. To ensure that these new environments become a reality, Advanced Network & Services has acted as a catalyst in bringing together recognized experts in virtual reality and networking, led by VR pioneer Jaron Lanier. The results of the joint research effort will be an objective voice and a factual basis for the creation of the networks of the future. 

Tele-Immersion System Is First "Network Computer," With Input, Processing and Output in Different Locations

Tele-immersion may be the next major development in information technology. Now, you can visit an individual across the world without stepping a foot outside...

In a Tele-Immersive environment computers recognize the presence and movements of individuals and objects, track those individuals and images, and then permit them to be projected in realistic, multiple, geographically distributed immersive environments on stereo-immersive surfaces. This requires sampling and resynthesis of the physical environment as well as the users' faces and bodies, which is a new challenge that will move the range of emerging technologies, such as scene depth extraction and warp rendering, to the next level. Tele-immersive environments will therefore facilitate not generated models. This will require expanding the boundaries of computer vision, tracking, display, and rendering technologies. As a result, all of this will enable users to achieve a compelling experience and it will lay the groundwork for a higher degree of the inclusion into the entire system. 

This new paradigm for human-computer interaction falls into the category of the most advanced network applications and, as such, it is the ultimate technical challenge for Internet2. Further, a secondary objective is to accelerate the development of better tools for research and educational collaboration and promote advances in virtual environment research, which means that this plan will be woven into the fabric of many of the Next Generation Internet applications only interaction between users themselves.

Our focus of research at the University of Pennsylvania is the study and development of systems that can scan wide-area dynamic scenes and create 3D view-independent representations.

Tele-immersion is the ultimate synthesis of computer vision, networking, and graphics. It requires the real-time scanning of a scene, its transmission with minimal latency, and its immersive rendering (representation) at a remote site. 

Users will feel like they are actually looking, talking, and meeting with each other face-to-face in the same room. 

History


 The original idea for the 3-D view of a remote space, a.k.a. “Tele-Immersion,” came from Jaron Lanier, the man who gave us virtual reality, and the research began at Brown and the University of North Carolina, two schools known for computer graphics. But they needed a research partner that was tops in computer vision, so they approached Professor Ruzena Bajcsy, then director of the GRASP Lab. When she left for Washington, D.C., Daniilidis took over the project. 

Word got around about the new Tele-Immersion technology, and the phones started ringing, Daniilidis said. Interest came from not just doctors but folklorists, psychologists, marketing experts and paleontologists. The folklorists wanted to show storytelling. The psychologists want to figure out what the mind needs to believe in the reality of what it perceives (understand) and psychologists  want to allow others far away to view bones and other specimens.

Brief Description

Tele-immersion presents the greatest technological challenge for Internet2.
It is proposed to demonstrate prototypes of technologies and applications that may become part of such an eventual Tele-Immersion environment. These components include the state of the art and possible future avenues of research in real time 3D environment scanning and wide field of view (WFOV) 2D teleconferencing. These demonstrations, unless otherwise noted, were developed with funding from the National Tele-Immersion Initiative (NTII) at Brown University, the Naval Postgraduate School (NPS), University of North Carolina (UNC), and University of Pennsylvania (UPenn). The NTII is funded by Advanced Network & Services.

Unlike the illusion of a hologram, which is purely optical, the GRASP Lab’s system is digital and occurs in real time, allowing for give-and-take conversation and action. And unlike videoconferencing, it “compares with being physically there,” Daniilidis said.

Tele-immersion: Virtual Reality 

Imagine seeing and touching your first grandchild in a New York hospital - from Sydney. The smart 3D behind Tele-Immersion will make it feel just like the real thing.

Not much gets past the eagle-eyed sentries who guard the Internet gateway at the University of North Carolina at Chapel Hill. You'd be ultra-vigilant (watchful) too, if you were watching over Internet2, the prototype next-generation Net. So when, on 9 May, the electronic traffic suddenly surged (sudden activity) to more than four times its normal level, alarms began to ring and panic (terror) set in. Someone somewhere was driving juggernaut (large lorry)-sized wedges of data over the Net. This was big . . . really big.

A swift (speedy) investigation revealed (exposed) that the culprits,(guilty person)  led by UNC computer scientists Henry Fuchs and Greg Welch, had just opened a pair of portals (gateway) connecting Chapel Hill with Philadelphia and New York. Through these portals, they could examine into the offices of colleagues hundreds of miles away, in life-sized three dimensions and real time. It was as if they had teleported distant chunks (broken off) of space into their laboratory. 
 


The experiment was the first demonstration of Tele-Immersion, which could radically change the way we communicate over long distances. Tele-immersion will allow people in different parts of the world to submerge themselves in one another's presence and feel as if they are sharing the same physical space. It's the real-world answer to the Star Trek Holodeck, the projection chamber on the Starship Enterprise where crewmembers interact with projected images as if they were real.

 "We call it 'being there'," says Welch.

May's experiment was the conclusion of three years' work by the National Tele-Immersion Initiative (NTII), a project led by virtual reality pioneer Jaron Lanier. The test linked three of the members of the group: UNC Chapel Hill, the University of Pennsylvania in Philadelphia, and a non-profit organization called Advanced Network and Services in Armonk, New York, where Lanier is chief scientist. 
 


At Chapel Hill, there were two large screens, hung at right angles above a desk, plus projection cameras and head tracking gear. The screens were flat and solid, but once the demo was up and running they looked more like windows. Through the left-hand screen, Welch could see colleagues in Philadelphia as if they were sitting across the desk from him. The right-hand screen did the same for Armonk. When Welch changed his point of view, the images shifted in a natural way. If he leaned (bend) in, the images got larger, if he leaned out they got smaller. He could even crane his neck to look round the people. 
 


To make it work, both target sites were  fitted out with arrays of digital cameras to capture images and laser rangefinders to gather positional information. Computers then converted the images into 3D geometrical information and transmitted it to Chapel Hill via Internet2. There, computers reconstructed the images and projectors beamed them onto the screens. 

The images were split 
(crack) and polarized (divide into two) to create a slightly different image for each eye, much like an old-fashioned 3D movie. Welch wore glasses with differently oriented polarizing lenses so his left eye saw one image and his right eye the other, which his brain combined to produce 3D images. A head-mounted tracker followed Welch's movements and changed the images on the screens accordingly.
 


Like the first transcontinental phone call, the quality was scratchy. It was also jerky, updating around three times a second rather than 10, the minimum speed needed to capture the full range of facial expressions. And it only worked one-way: the people in Armonk and Philadelphia couldn't see Chapel Hill. Nevertheless, it moved UNC video service manager Thomas Cox to say: "It looks like somebody took a chainsaw and cut a hole in the wall and he's on the other side."

All this may sound like conventional videoconferencing. But Tele-Immersion is much, much more. Where videoconferencing delivers flat images to a screen, Tele-Immersion recreates an entire remote environment. "The person is projected life-size in 3D around you, and you can look behind them," says Kostas Daniilidis of the Pennsylvania Tele-Immersion team.

Tele-immersion may seem like another kind of virtual reality, but Lanier says it's something different. And he should know: he coined the term. Virtual reality, he says, allows people to move around in a pre-programmed representation of a 3D environment, whereas Tele-Immersion is more like photography. "It's measuring the real world and conveying the results to the sensory system," he says. 

But that doesn't mean there's no place for virtual reality within Tele-Immersion systems. The NTII researchers are working on incorporating virtual objects that can be seen, manipulated and altered by all the participants. "We might want to look at the design of a product together," says Welch. Meanwhile, Tom Defanti and his colleagues from the University of Illinois at Chicago are taking the marriage of Tele-Immersion and virtual reality a step further. In their systems, people share a virtual environment and each is visible to the others as a computer simulated entity, or "avatar". People could choose the way they look in a Tele-Immersion session--from changing their hair colour to looking like a film star.
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Scanning Techniques

Real Time 3D Environment scanning 

At the University of Pennsylvania, work in the GRASP lab focuses on fast and accurate 3D scanning of real environments. The lab specializes in novel multibaseline or "stereo" methods, which rely on multiple images of real environments to obtain real-time depth maps. The current implementation runs on a standard WinNT PC equipped with commercial, off-the-shelf cameras and image-processing boards. The system uses two monochrome cameras and one color camera to produce a colored, 3D triangle mesh that models the shape and color of the scene. Additionally, it can use a technique developed at UNC known as "imperceptible structured light" to reconstruct areas of a scene that are void of texture. The system can send its reconstructed mesh over a standard internet link to a 3D viewer, a WinNT PC equipped with commercial peripherals for stereoscopic display. The viewer can dynamically accept and display the triangle meshes of multiple scenes. Currently, the system reconstructs and displays about two complete 3D frames per second. This real-time 3D information can be used to enhance a virtual world, or to integrate real and virtual environments in a mixed reality setting. As the reconstruction and display become faster, and the working volume expands, there will be a greater demand for more bandwidth. 

Off-Line "Gold Standard" Environment Scanning 

At the University of North Carolina, researchers have also been developing systems and methods to collect very precise and high-quality color 3D scans of relatively large (room or laboratory-sized) environments. The 3D scans are acquired using a specially designed, computer-controlled laser-scanning system, coupled with a high-quality color camera. While a single room scan typically requires several hours of scanning and computing, the result is a 3D point model that is of the highest possible quality and density. We will show an interactive demonstration of one such high-resolution 3D room scan. In addition, we will present various posters showing a how data types and bandwidths will likely evolve (increase) for future Tele-Immersion applications. 

Real-Time 2D WFOV Teleconferencing 

In addition to UPenn and UNC work on 3D scanning, researchers at UNC have also been developing very wide-field-of- view 2D camera systems. These systems provide an immediate example of the incredible bandwidth that could be utilized to provide a very compelling tele-collaboration system today. We will demonstrate live 'eye-contact, life-size, wide-field-of-view conferencing' over Abilene/vBNS from Seattle to UNC. Three video streams will be broadcast from UNC and seamlessly displayed in Seattle in an 'OFFICE Now!' configuration including 4'x 8' display wall with embedded 3-camera cluster. Audio will be out-of-band and a single video stream will be broadcast from Seattle to UNC. 

To accomplish the above "2D WFOV Teleconferencing" demonstration we will require a 12' x 12' area (minimum ceiling height of 8-9'), five 100Mb connections to an Abilene switch, a telephone, and two 20Amp, 120VAC power circuits. We will erect a corner supported, overhead frame to hold the projection wall and the ceiling mounted projectors.

We will also display a unique custom 360 degree field-of-view 2D imaging system built with 12 cameras and custom reflective optics. While the system will not be demonstrated on site, the researchers will present videotape of the complete system in operation during a 2D tele-immersion experiment at UNC. 

Tele-Immersion Networks

The role of Advanced Network & Services

To ensure that these new distributed immersive environments become a reality, Advanced Network & Services has acted as a catalyst in bringing together recognized experts in virtual reality and networking, led by VR pioneer Jaron Lanier. Our goal is, therefore, to identify the issues, develop plans to build a national tele-immersive research infrastructure, produce a realistic R&D agenda, and actively participate in the creation of the key technologies. 
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Therefore, Advanced Network & Services efforts in the area can be thought of as a national insurance policy to make sure that we will not be hindered in the future by inadequate standards or improper infrastructure decisions that could have been avoided. Tele-Immersion research will be an objective voice and a factual basis for the creation of the networks of the future. 
Network Information
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All of this, of course, relies on other emerging technologies. Most important is the ability of the Internet to ship vast amounts of data across continents without delay. Luckily for the developers of Tele-Immersion, their needs are at the forefront of Internet2's thoughts. In fact, the two projects go hand in hand. Internet2 needs a raison d'être for its increased capacity, and in Tele-Immersion it seems to have found one. The experiment at Chapel Hill in May was made possible by UNC's Internet2 link. "There is simply no other known application that would push the network to its limits," says Lanier.
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Internet2 Added Value

 
The increased bandwidth provided by Internet2 will allow more data about a remote environment to be transmitted, thus providing for a greater sense of immersion.

But problem is, today's Internet can't ship data fast enough. To look anything like reality, Tele-Immersion will have to be able to move mountains of data-spatial and visual information about people and their environments-across the Internet in a trice. Today's 56-kilobit-per-second connections can't do that. Even the bare-bones demonstration at Chapel Hill needed 60 megabits per second. High-quality Tele-Immersion will require even more-around 1.2 gigabits per second.

Fortunately, that kind of capacity is on its way. Leading the charge is Internet2, a consortium of American universities, government agencies, private companies and international organizations that is trying to recreate the collaborative spirit of the early Internet. The group is building high-speed networks and developing software with the aim of transmitting data at speeds an order of magnitude faster than the Net does now. The project's leaders say it is a unique test bed for Internet applications of the future, including Tele-Immersion.

In addition to high-speed networks, Tele-Immersion will require supercomputers to perform the trillions of calculations that are needed to portray environments in 3D. This kind of computer power would have to be on tap over the Internet. Something like that is on the way, too, in the form of a network called the Grid 

The system has been tested on the Internet2, the broadband version of the Internet for transmitting high volumes of data. When the data passed between Penn and the other participating schools, it caused a temporary spike in Web traffic. “Tele-immersion is the only application which can deploy the full bandwidth of Internet2,” 
Daniilidis said. 

Anyplace with an Internet2 connection will be able to have a cubicle set up for viewing remote images, Daniilidis said. Remote or small college and small businesses will not be connected. “It’s not viable for everyone’s home. In the next five years, [Tele-Immersion] cubicles can be installed in … hospitals, big companies and hotels.” He imagines that small companies or professors who want to use such a cubicle could rent one.

The possibilities tease Daniilidis’ mind. He wonders if Tele-Immersion would give the aura of authenticity to transmitted theater. 

“You can introduce everything that needs a full 3-D feeling, like a dance rehearsal,” Daniilidis said. “We want to make something useful for society and for people.”

“Shifting the computing from 10 processors at Penn to 1,240 parallel machines based in Pittsburgh will speed data processing 75-fold, turning tele-immersion into a true real-time technology,” said Kostas Daniilidis, an assistant professor of computer and information science at Penn. “It now takes our tele-immersion system roughly 15 seconds to scan, process and display the entire volume of a typical room. With help from the Pittsburgh Supercomputing Center, that time will shrink to 200 milliseconds.”


The boost in computing power achieved with the move to the Pittsburgh Supercomputing Center will permit at least one significant advance in tele-immersion’s capabilities: For the first time, the system will be able to image an entire room in real time. Previously, limited processing power restricted the gathering of images to a small area where participants were seated, while the background was static, not unlike a television anchor seated before an unchanging image of a city skyline. 
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Other Network Information

Bandwidth requirements UPenn/Seattle demo
: 33.5 Mbits/sec peek, 25.2 average UNC demo 


:


  300 Mbits into Meany, 100 MBits  out of meany (backup version - 0 MBits) 

If the GIGE-100baseT switch is not available at UW, we can bring one

Type of  Network Connection 
:
100BaseT 

Number of Network Connections
:
 1 

Megabits per second required 
:
10 

Peak burst rate required 

:
10 

Is  Multicast required 


:
 No 

Number of machines 


:
  4 

Physical Space Requirements

:
Brown - 1 table for 2 machines (3' x 5' or 6') 

UPenn portion - 2 tables, 6' x 3', 10' x 10' area (2-3 PC's, plus cameras) 

UNC portion - up to 6 PC's, three 3' x 6' tables, 10' x 15' minimum 

Total - 6 X 3' x 6' table, 15' x 20' space, 20' x 20' preferred  - 10-13 machines 

Electrical Power Requirements

Three 20AMP, 120AC circuits and 4 outlets (each supporting a power strip with 5 outlets)

Other Environmental Dependencies


1 Telephone line with two extensions (2 lines if the simultaneous scenario works) 1 TV/VCR combo  
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Adaptive Networking for Tele-Immersion 

Tele-Immersive applications possess an unusually broad range of networking requirements. As high-speed and Quality of Service-enabled networks emerge, it will becoming more difficult for developers of Tele-Immersion applications, and networked applications in general, to take advantage of these enhanced services. This paper proposes an adaptive networking framework to ultimately allow applications to optimize their network utilization in pace with advances in networking services. In working toward this goal, this paper will present a number of networking techniques for improving performance in tele-immersive applications and examines whether the Differentiated Services mechanism for network Quality of Service is suitable for Tele-Immersion.

System Description

The Tele-immersion Project at Penn has built a 60 camera cluster using IEEE 1394 cameras. Much of the system was built using off the shelf products. A few of the mounting hardware had to be custom made in the workshop. 

Each camera is a Pointgrey Research's Dragonfly 640x480. The three black and white cameras are responsive in the Infra Red Spectrum. They do not have a filter for blocking IR. The color camera however blocks IR as it has a IR block filter. The Dragonfly cameras have the external trigger capability. Each camera is always synchronized to the other cameras on the same bus. However this application needs that all cameras should grab images simultaneously and remain synchronized. This was achieved using external trigger and the Point Grey Research Sync Units. Each camera unit is connected to a Dell Precision 530 Workstation (dual 2.4 Ghz Pentium 4 with an integrated 1394 controller). The cameras can all be calibrated together. These cameras are used for acquiring the entire room in 3D. It can also be used to capture image data sets to disk. 

All the machines are connected to a gigabit switch, which provides connection to Abilene. The machines are dual boot with Linux and Windows 2000. The streaming video server runs under Linux. More details on the actual software architecture will be made available soon. 

The camera units are mounted on an 80/20 Aluminum Frame, which is attached to a truss. Fluorescent lights provide the lighting for this setup from Brightlines. To have more structure in the room we use invisible structured light using five modified Kodak Ektagrpahic projectors, which can be mounted on top of the truss.

For now, it’s a room with an array of video cameras to provide multiple viewpoints and a group of computers to process the digitized images. In a remote location, a viewer sits in front of a screen, wearing polarized glasses like those used for 3-D horror movies. The screen shows what or who is in front of the array of video cameras. Just as if the viewer were peering through a nearby window, when he moves his head, his view of the room pictured on the screen shifts. The flat screen itself is lost behind the dimensional illusion. 

Unlike the illusion of a hologram, which is purely optical, the GRASP Lab’s system is digital and occurs in real time, allowing for give-and-take conversation and action. And unlike videoconferencing, it “compares with being physically there,” Daniilidis said. 
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Applications 

It's easy to dream up applications for such a technology. Business people on different continents could conduct face-to-face meetings. Schoolchildren in China, Australia or Britain could walk beneath massive dinosaur bones in a museum in New York. Patients in remote areas could see a doctor. And once hap tics--touch simulators--are built in, people could use Tele-Immersion to come together in even stranger ways. A woman in Europe could reach out and touch her newborn grandchild in the US.


Applications to be studied in this project include: the design of low-cost biometric materials; nonmaterial and polymers with novel behaviors and improved properties for use in aircraft, cars and clothing; the behavior of materials under extreme conditions to enable improved models of geological processes; and the design of temperature-resistant ceramics.

Defanti thinks that such technology would enable researchers to collaborate in fields such as architecture, medicine, astrophysics and aeroplane design. The beauty of it is that it allows widely separated people to share a complex virtual experience. "You might be testing a vehicle," says Defanti. "You want to smash it into the wall at 40 miles per hour and put your head by the cylinder block. Say there's a guy from Sweden and you have to prove to him that it doesn't move by 3 centimeters or more. That kind of stuff works."
 


But Tele-Immersion is not just a research tool. The fast-food chain McDonalds showed interest at one early workshop, says Defanti. McDonalds envisioned fitting Tele-Immersion booths in its restaurants so people away from home could have dinner with their family. "The technology for that is not that far off," says Defanti. The gaming industry is another potential user. Players could tele-immerse themselves in a virtual reality environment, chasing monsters or firing phases at each other.

Electronic Books for Surgical Training

The 3-camera cluster that will be used for the "Real-Time 2D WFOV Teleconferencing" above was designed and manufactured using the Sketch-n-Make system, which was funded by the NSF STC for Computer Graphics and Scientific Visualization. Sketch-n-Make is a prototype system that enables individuals to create dimensioned designs quickly for a restricted, but broadly useful, domain of machined metal parts. Sketch-n-Make is just one example of the many possible uses of Tele-Immersion. 

To facilitate the combination of various independent 3D applications, NTII has created SOFT, the Software Framework for Tele-immersion. The first step of using SOFT allows the painless introduction of networked collaboration into single-user computer graphics applications. Almost all 3D graphics applications contain a scene graph data structure, which gives a powerful and general mechanism for data exchange. While SOFT used in its most naive mode has many benefits, we hope that the application developers will see the added benefits of fully integrating their application into the SOFT architecture. 

SOFT is additionally a testbed for a new networking infrastructure based on the Dial-a-Behavior Protocol (DABP), developed by NPS. DABP is the first network protocol to use the eXtensible Markup Language (XML) to denote packet structure in a protocol framework. Applications communicating via DABP send text or binary XML messages, which are interpreted via XML document descriptions. These packet descriptions (and therefore the message format) can be modified during execution. DABP applications can adjust their messaging protocols dynamically, then, in response to changes in information flow, network parameters, or content.In addition to DABP, NPS is exploring novel architectures for large-scale virtual environments, and hopes to demonstrate recent results in dynamic protocol discovery and awareness management. 

Imagine a three-dimensional view, from across the continent or the ocean, of a heart operation — a view with the same kind of clarity and depth of field that being right in the operating room offers. With a setup like that, a doctor could teach a new surgical procedure simultaneously to hundreds or even thousands of others all over the world. 

That’s almost the kind of setup that Assistant Professor of Computer Science Kostas Daniilidis has in the General Robotics and Active Sensory Perception (GRASP) Lab. “It’s somewhat like the holodeck on ‘Star Trek,’” he said. His own version is just the basics, but with a little more power and some infrared light it would be the real deal. 

Applications for this form of tele-immersion will include immersive electronic books that in effect blend a "time machine" with 3D hypermedia, to add an additional important dimension, that of being able to record experiences in which a viewer, immersed in the 3D reconstruction, can literally walk through the scene or move backward and forward in time. While there are many potential application areas for such novel technologies (e.g., design and virtual prototyping, maintenance and repair, paleontological and archaeological reconstruction), the focus here will be on a societally important and technologically challenging driving application, teaching surgical management of difficult, potentially lethal, injuries. 

[image: image12.png]TI Lab @ UPenn
8





Multi-person Tele-Immersion 

Photo made by UNC. 


Prototype of tele-cubicle at UNC 

Guest at UNC taking part in tele-immersive session. The display on the left shows remote participant Jane Mulligan (UPenn) in Philadelphia, PA, and the display on the right shows another remote participant Amela Sadagic in Armonk, NY. 
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Prototype of tele-cubicle at UNC 

Graduate student Ruigang Yang (UNC) taking part in tele-immersive session. The display on the left shows remote participant Amela Sadagic (Armonk, NY), and display on the right shows local participant in different laboratory at UNC.

We define Tele-Immersion as that sense of shared presence with distant individuals and their environments that feels substantially as if they were in one's own local space. One of the first visitors to our Tele-Immersion system remarked "It's as if someone took a chain saw and cut a hole in the wall [and I see the next room]." (see left-hand figure above). This kind of Tele-Immersion differs significantly from conventional video teleconferencing in that the user's view of the remote environment changes dynamically as he moves his head.

Overcoming Technical Issues

Starting with the scene acquisition of a complete three-dimensional representation independent of any one perspective,

Lanier and his team opted for vision techniques using a "sea" of multiple video cameras. For the best trade-off of quality versus performance, they employed overlapping trios of video cameras-with more redundancy of scene information allowing fuller coverage of visual surfaces than with pairs. In the advanced teleconferencing application, seven video cameras are arranged in a 120-degree arc in front of each subject, with the cameras sampled in overlapping triads-the optimumarray, given network constraints. Lanier’s goal is for higher resolution images with a 60-camera array that can

be used in medical tele-mentoring.

Fortunately, that kind of capacity is on its way. Leading the charge is Internet2, a consortium of American universities; government agencies, private companies and international organizations that are trying to recreate the collaborative spirit of the early Internet. The group is building high-speed networks and developing software with the aim of transmitting data at speeds an order of magnitude faster than the Net does now. The project's leaders say it is a unique test bed for Internet applications of the future, including Tele-Immersion.

“The reassigning of tele-immersion data processing to a faraway supercomputing center is a milestone for grid computing, which uses remote machines to process data,” Daniilidis said. “If connections are fast enough – as with Internet2 – the network itself becomes a giant computer, linking processors scattered over many hundreds of miles. This tele-immersion experiment shows definitively that a network computer configured this way can handle extremely data-intensive operations much more quickly than if processing were occurring within the confines of a single room.”

(All this computing is for a good cause. Daniilidis and his colleagues say tele-immersion may well revolutionize the way people communicate, allowing people on opposite ends of the country or world to feel temporarily as if they’re in each other’s presence. Key to tele-immersion’s realistic feel are a hemispherical bank of digital cameras that capture participants from a variety of angles and tracking gear worn on their heads. Combined with polarized glasses much like those worn at 3D movies, the setup creates subtly different images in each eye, much as our eyes do in daily life.)
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In addition to high-speed networks, Tele-Immersion will require supercomputers to perform the trillions of calculations that are needed to portray environments in 3D. This kind of computer power would have to be on tap over the Internet. Something like

that is on the way, too, in the form of a network called the Grid (see "Power sharing").

In the next Tele-Immersion experiment, the teams will open two-way portals so that all three locations can see and hear one another. They will then try out a dummy collaborative project: rearranging the furniture in a doll's house. 

Eventually the researchers would like to make Tele-Immersion even more naturalistic, perhaps by jettisoning the headgear and glasses altogether. One possibility is to use a screen that transmits different information to each eye, using swivelling pixels that track either the left or right eye. Another idea is to turn the entire Tele-Immersion room into a screen. Walls, tables, curtains, even floors could be coated with special light-sensitive material. Cameras would photograph the surfaces, computers would calculate their shapes in 3D, and projectors would shine pre-warped images, making it seem as if they filled the room. 
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The truss and the 80/20 frame used to hold   The cameras
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The machines
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Picture of the Camera Cluster.
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Another Picture of the Camera Cluster (Higher Resolution)
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Picture of the Camera Cluster showing the fluorescent lights and slide projectors                                                                            for imperceptible structured light.
Recent Achievements 

Nov 18, 2001, SuperComputing 2002, The collaboration between University of Pennsylvania, University of North Carolina at Chapel Hill and the Pittsburgh Super Computing Center successfully demonstarted 3D Tele-immersion at SC2002 in Baltimore, MD. PSC's terascale machine Lemieux was used for stereo reconstruction of 2D images acquired from an array of 40 cameras. These were sent over Abilene to PSC and the 3d stream was sent back to Baltimore for stereo rendering. 

A few landmarks goals were met during this demonstration. Penn now has a large camera array of 60 cameras. These cameras are set in quadruples of three black and white cameras and one color camera. There are fifteen such quadruples. More details are given under system description.

Penn's camera acquisition array was used to acquire images using the MUSIC Video Server. The images were sent to Pittsburgh using a Gigabit link over Abilenbe to the Pittsburgh SuperComputing Center. 1200 processors were used to perform realtime stereo reconstruction. The reconstructed data was sent to the rendering system back at Baltimore where the data could be viewed in immersive stereo. The bandwidth utilization is shown below (courtesy SCinet). Technical details will be available soon.  

Multi-person Tele-Immersion 

Conclusion:

Hence Tele Immersion enhances how people use computers and want to control the work of the people.

It may be the next major development in Information Technology, as now you don’t have to step even a foot outside. It is the combined aid of Virtual Reality along with the Advanced Computer Networking and Media Technologies.

Tele immersion is responsible for the rapid prototyping of next generation of computers.

It integrates new technologies and provides simple network distribution along with EFFICIENT and general COMPONENT SHARING.
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