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ABSTRACT 

IEEE 802.11 specifications are world wide accepted for WLANS. Though the latest IEEE standard 802.11n enhances data rate through MIMO techniques, it cannot support concurrent multiuser transmissions as Carrier Sense Multiple Access-Collision Avoidance (CSMA/CA) protocol supports only point-to-point links.In this paper we propose a new MAC protocol and investigate the throughput performance of this protocol. In the present work, we apply this protocol to a zero-forcing relaying network where multiple amplify –and-forward relaysassists the communication between multiple sources and destinations.

I.INTRODUCTION


WLANS can be largely benefited by utilizing distributed spatial multiplexing gain that can be achieved by cancelling multiuser interference using multiple antennas at transmitter/receiver side. However, the distributed coordination function (DCF) which is the fundamental channel access method of IEEE 802.11n  is based on CSMA/CA[1] and thereby prevents the  distributed spatial multiplexing  by collision avoidance scheme[3]. To solve it, in this paper , we propose a new MAC protocol and the modifications to be made  on IEEE 802.11n MAC. Further we investigate the throughput and delay response by applying this protocol to zero-forcing relaying network.

A.Zero-Forcing Relaying Network 


In this network, multiple source and destinations carry their transmissions concurrently with the assist of amplify-and-forward relays.  We considered a two-hop network. In the first hop (uplink), the multiple sources transmit the data to the relays. Each relay amplifies and rotates the received signal and forwards it to the destination nodes in the second hop (down link). The relay amplification is determined such that the interference is cancelled at destinations and thedestinations receives the data packets intended to them. By this manner spatial multiplexing gain can be achieved. For this, all relays should know the CSI (channel state information) for both uplink and downlinks[2]. Also all relays should be synchronous in time[8], frequency andphase. Let Nr be the number of single-antenna AF (Amplify and Forward) relays used. In order to let N SD(source and destination) pairs transmit concurrently we need atleast
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relays to perform interference cancellation.
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Fig 1: ZERO FORCING RELAYING NETWORK

II. NEW-CSMA/CA PROTOCOL


The standard CSMA/CA protocol does not allow multiple STA’s to transmit concurrently. In order to do so, we grouped the nodes of a network to multiple clusters.  Each cluster is assigned with a fixed number of nodes. A cluster, which generates the data packets, is termed as source cluster. The number of concurrent streams that can be efficiently decoded limits maximum number of nodes in a cluster. A cluster having relays that amplify and forward data to other clusters is termed as relay cluster. A cluster, which receives the data, is termed as destination cluster

A.General Modifications

Two modifications are to be made to the current back-off procedure.

i) All cluster members should have same initial back off duration

ii) Updating this value at the same time                                                                                                       


The first requirement can be achieved by having same random generator seed for all members in a cluster.  For the second requirement, the STA’s within a cluster should be event-synchronous such that they can have same back off value. Relay clusters forward the received data packets after a short interframe space(SIFS) [4].

In addition to the above general modifications, for our protocol, the following modifications of the standard ad hoc transmissions are required:

· Each cluster will have a cluster-master

· Each source cluster sends an identification message prior to data transmission

· Upon reception of the identification message, if a collision has occurred a contention window update request (CWUR) packet is broadcasted to all clusters so that the involved cluster are notified and update their back off value prior to the next transmission attempt.

B. Transmission Procedure


First, the source cluster sends an identification message. The identification message is a common data packet transmitted by all members of the source cluster. It includes information about the rate and length of the actual transmission as well as the MAC addresses of the source-destination cluster.


The identification messages collide if more than one cluster transmits in a time slot. If the relay cluster cannot decode the identification message, it assumes that a collision has occurred. Then the relay cluster broadcasts a short packet called CWUR packet to all clusters.  Upon reception of CWUR all source cluster enter the next back off process but only the source clusters, which have been involved in the pending transmission, increase their CW unless it has already reached the maximum value.
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Fig 2: Successful Transmission in this new Protocol

If there is no collision, the relay cluster acknowledges the reception by multicasting an acknowledgement packet (ACKid) to all members of source cluster. Then the source-cluster sends the data packet to all AF relays. The relays amplifies the received data packets with respective gain factors and forwards them to destination cluster. The destination cluster members after successfully decoding the packets, transmits the acknowledge packets (ACK) one after the other. 

Fig.2&3 shows channel access mechanism in MUZFR network for successful and collided transmissions respectively.
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Fig 3:Collision of STA1 and STA2 in C1 with STA3 and STA4 in C2

The DCF interframe space and identification message are denoted by DIFS and id. The ACK packets are transmitted by destinations and forwarded by ri sequentially with a SIFS period in between. ACK duration depends on number of concurrent streams per cluster.
C. Advantages
· It requires neither sequential contention per node for data transmission [5] nor a control channel.
· In each transmission, it contains as many data packets as the number of active members at the source-cluster

· The collision probability of our protocol depends on the number of contending clusters rather than total number of contending stations.

III.PERFORMANCE ANALYSIS


In this paper we focus on Zero-forcing relaying network where all stations and relays are equipped with single antenna. We analyze the MAC layer performance by calculating and simulating the MAC throughput, head-of-line (HoL) delay and packet collision probability respectively .

A.Analysis Parameters:


We assume that there are 13 AF relays and NSD  pairs. Each cluster is enclosed with four STA’s. Hence at each transmission attempt four sources can transmit simultaneously . Also , we consider a symmetric case ,in which the number of source and destinations is same. We assume a bidirectional communication between each source and its respective destination . Hence a source and its destination cluster interchange their functions at different time slots. Therefore, there are totally 2 NSD active STA’s,  NC = 2(NSD / Nnc) clusters , where Nnc represents the number of nodes in a cluster.
Table 1: Analysis Parameters
	Parameter
	Values

	SIFS
	   16 (s

	DIFS
	   34(s

	(
	   1(s

	CWmin
	    15

	CWmax
	  1023

	(
	   9(s

	Ts
	   4(s

	L
	 1024 Byte

	Ntot
	    64

	Nsub
	    52

	BW
	  20 MHz

	Data rate
	  19.5 Mb/s

	Basic rate
	   6.5 Mb/s

	Data MACH+FCS
	   40 Byte

	ACK MACH+FCS
	   14 Byte

	RTS MACH+FCS
	   20 Byte

	TPLCPp+TPLCPsig
	    20 (s


B. Throughput 


The following throughput analysis is based on the Markov chain model[6]. It is assumed that all STA’s are in saturation, i.e., they always have a non-empty buffer, and there is no bound on the maximum number of retransmissions. The total number of the contending units should be set to the total number of the clusters. Assuming constant number of contending STA’s (here clusters)[6] the probability that a cluster transmits in a randomly chosen time slot, is given by 


[image: image5.wmf])

)

2

(

1

(

)

1

)(

2

1

(

)

2

1

(

2

m

p

pW

W

p

p

-

+

+

-

-

=

t











              ---->(2)

where W and m can be calculated from the minimum and maximum contention window sizes, denoted by CWmin and CWmax respectively, as follows: 
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Where Pcol is the conditional collision probability, which is the probability of collision for a packet being transmitted on the channel and Pe, is the packet error probability. Pe is zero in MUZFR case. Since collisions can be post-detected in the ZFR network, the CW size is only updated after collisions and hence p = Pcol .
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Note that n is equal to number of source- and destinationclusters, i.e., Nc in the ZFR scenario while it is equal tothe number of contending STAs, 2Nsd , in the reference setup. By solving the equations (2)-(6) transmission and collisionprobabilities are obtained. 
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Fig 3:Nsd Vs Pcol
From the above obtained result it is clear that as no.of source-destination pairs increase , probability of collision Increases. It is also clear that reference mechanism has more probability of collision compared to this protocol. 

Throughput is deﬁned by the average payload bits which are transmitted successfully in a time slot divided by the duration  of the time slot. After calculating τ we can easily calculate the throughput. For calculating throughput in MUZFR  we need to calculate the average  time the channel is sensed busy due to successful transmission  (Ts), collision (Tc ), and packet error (Te ) as in the following, 
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where TACK timeout = Nnc · (2SIFS + 2TACK + 2δ), TData and TACK are the duration of the data and the ACK. TCWUR is the duration of the CWUR packet which is supposed to be equal to TACK. 

Table 2: Ts,Tc,(,L values

	
	Ts
((s)
	Tc
((s)
	(
((s)
	L

(bits)

	Reference Basic Access
	8982
	8713
	9
	8184

	Reference RTS/CTS
	9568
	417
	9
	8184

	MUZFR
	846.45
	72.72
	9
	8184


Table 3: Probability Of Collision

	
	Probability Of Collision

	
	Nsd=10
	Nsd=15
	Nsd=20
	Nsd=25

	Reference
	0.4809


	0.5
	0.54
	0.589

	MUZFR

Nnc=2
	0.3844
	0.4423
	0.4809
	0.5203

	MUZFR

Nnc=3
	0.3207
	0.3844
	0.426
	0.4567

	MUZFR

Nnc=6
	0.1976
	0.2715
	0.3207
	0.3566


In both the reference and the MUZFR scenarios the durations of the data and the ACK packets can be obtained as follows: 
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       -----> (11)
Where TPLCPp and  TPLCPSIG  are the PHY layer convergence protocol preamble and SIGNAL duration, respectively. Ts is  the duration of one OFDM symbol and BpS(m) is the number  of bytes per OFDMsymbol for a given modulation.
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Fig 4: Nsd Vs Throughput

From the above obtained result it is clear that, this protocol has high throughput compared to basic access and RTS/CTS. 

Table 4: Throughput Values
	Nsd
	Throughput(Mb/s)

	
	Reference

Basic access
	Reference

RTS/CTS
	MUZFR

	10
	7.675
	8.382
	16.69

	12
	7.51
	8.38
	16.83

	16
	7.253
	8.375
	16.99

	20
	7.056
	8.369
	17.09

	24
	6.898
	8.363
	17.15


D. Delay 

The HOL(Head-Of-Line) is defined by the time interval between a moment a packet reaches the head  of the queue until it is  successfully received by its destination For a network with ‘n’ contending nodes[7] the packet delay can be calculated as 
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where S is the aggregate throughput. In MUZFR, relays do not compete for the channel and forward the packets after a SIFS we can directly apply (12). 


At each transmission attempt there are totally
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Fig 5: Delay Vs Nsd pairs

This protocol application enjoys around45-47 % smaller delay values compared to the reference system based on the RTS/CTS access mechanism. 

Table 5: Delay Values
	Nsd
	Delay(msec)

	
	Reference

Basic access
	Reference

RTS/CTS
	MUZFR

	10
	13.27
	12.15
	7.322

	12
	16.27
	14.58
	8.714

	16
	22.46
	19.45
	11.51

	20
	28.86
	24.33
	14.3

	24
	35.43
	29.22
	17.1


IV.CONCLUSION


In this paper we proposed an advanced CSMA/CA scheme which enables multiuser streams and reduces the collision probability in a network.This protocol showed a promising throughput and delay improvement compared to a reference system based  on the IEEE 802.11. The proposed protocol can support  applications with high data rate requirements as well as the ones with low delay constraints in a variety of networks. It is a promising approach for a variety of network conﬁgurations with single-hop and two-hop communication links amplify-and-forward relays. 
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