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Introduction
A DMA Controller is a device, which takes over the system bus to directly transfer information from one part of the system to another. This is necessary because often blocks of data have to be moved very rapidly, sometimes at speeds even faster than is practical, if each byte were to move through the CPU. For example, displaying pictures on a video screen requires a complete scan (one frame) of the screen 30 times a second or a half scan (one field) every 60 seconds. Suppose we wish to display a black and white picture that has 256 horizontal and 240 vertical dots, which are either on or off. Such a medium-resolution picture is usually scanned once every field and thus twice every frame. In this way each dot will actually appear as a double dot on the screen, and the whole picture will be scanned 60 times a second. Now 256 by 240 dots will require 61440 bits of information or 7680 bytes. Scanning through all of these 60 times a second means that there is a little over 2 microseconds to scan each byte. Each time the byte is scanned it has to be fetched from memory. This would be a complete waste of time for the processing power of the CPU.
For the computer to be efficient, it needs special circuitry to read these bytes. One solution is to store these bytes in a special display memory with built-in scanning circuitry and an arbitration scheme between the memory accesses by the scanning circuitry and memory accesses by the CPU. (This solution is mostly used today by the use of Video RAM – VRAM.) This is sometimes called a frame buffer. The memory in such a system is said to be dual ported because there are two different ways to access it.
In contrast, one of the first low-cost systems  stored these bytes in regular memory (single ported) and the scanning circuitry consisted mainly of a device called a DMA controller which actually took over the bus and generated it own address and controlled information on the system’s bus. The Dazzler actually had only about a third of the resolution in this example and it was designed to work with a clock speed of about 2 megahertz, but this presents a timing problem very comparable to the one in the example.
Because of the narrow or impossible timing constrains, DMA as described above is not recommended for direct scanning of regular memory for video display, but is the preferred method for making quick transfers of information. For example, DMA is often used when a picture or part of a picture needs to be moved quickly between a frame buffer and regular memory, or when the contents of buffers for a floppy disk need to be quickly transferred to new locations.
In general a DMA controller is used as follows: The DMA controller is told to make a transfer either by the CPU or some special circumstances; then the DMA controller makes a request to gain control of the bus from the CPU, other processors, or controllers which might currently be using bus; these other devices then relinquish control of the bus by putting their lines into tri-state condition ; they then grant the bus to the DMA controller; and finally, the DMA controller takes over the bus, generating its own address and control signals for the bus and causing the transfer of information.
The Intel 82357 DMA Controller is used to perform DMA transfers. It comes with 40-pin package. The 82357 DMA Controller can provide service for a total of four different devices at once. For example, on 82357 DMA Controller might be handling transfers for two different CRT (Cathode Ray Tube) displays, a floppy-disk controller and a magnetic tape unit. Each device is assigned a channel in the 82357. By connecting several DMA chips together, any number of channels can be supported at once. The 82357 has registers to keep track of source and destination addresses, counts and masks, and commands and status. The 82357 is programmed by writing I/O bytes to special command and mode registers. Many options are available including timing, priority schemes, and location, size and type of transfer. 
A special, compressed timing mode is available in which transfers are made in just two cycles.Priority schemes are important. For example, if a DMA transfer is being made for a video display, then the DMA transfer should always take precedence over the CPU. Otherwise, blank spots will frequently appear on the screen.
You can make transfers whose source or destination is either a fixed I/O port or a block of memory. If the source or destination is in memory, then the address is automatically incremented (or decremented) after each access (byte move). If the source or destination is an I/O port, then the address should remain constant during the transfer.
The 82357 has a very useful feature called auto initialization When you select this, you automatically restore parameters (such as beginning address and count) for a channel after the transfer is completed. This way you can repeat the same action without needing to update the old counter parameters in the chip
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DMA Data Transfer

Data transfer can be triggered in two ways: either the software asks for data (via a function such as read) or the hardware asynchronously pushes data to the system.
In the first case, the steps involved can be summarized as follows:
1. When a process calls read, the driver method allocates a DMA buffer and instructs the hardware to transfer its data into that buffer. The process is put to sleep.
2. The hardware writes data to the DMA buffer and raises an interrupt when it's done.
3. The interrupt handler gets the input data, acknowledges the interrupt, and awakens the process, which is now able to read data.
[bookmark: chp-15-ITERM-7143]The second case comes about when DMA is used asynchronously. This happens, for example, with data acquisition devices that go on pushing data even if nobody is reading them. In this case, the driver should maintain a buffer so that a subsequent read call will return all the accumulated data to user space. The steps involved in this kind of transfer are slightly different:
1. The hardware raises an interrupt to announce that new data has arrived.
2. The interrupt handler allocates a buffer and tells the hardware where to transfer its data.
3. The peripheral device writes the data to the buffer and raises another interrupt when it's done.
4. The handler dispatches the new data, wakes any relevant process, and takes care of housekeeping.
[bookmark: chp-15-ITERM-7144][bookmark: chp-15-ITERM-7145][bookmark: chp-15-ITERM-7146][bookmark: chp-15-ITERM-7147]A variant of the asynchronous approach is often seen with network cards. These cards often expect to see a circular buffer (often called a DMA ring buffer) established in memory shared with the processor; each incoming packet is placed in the next available buffer in the ring, and an interrupt is signaled. The driver then passes the network packets to the rest of the kernel and places a new DMA buffer in the ring.




Project Schedule
This project involves modeling through a hardware description language.The hardware description language used is VERILOG. The approach is to model each and every sub block and integrate it in the end.We will be using XILINX ISE 10.1 for this project. Later stage of this project involves simulation and synthesis. Synthesis involves the analysis of the net list of the design.
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Figure 1: DMA transfer
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Figure 2: Block diagram showing how a DMA controller operates in a microcomputer system




