Dual Core Processors

ABSTRACT
    “how much of your time has your computer wasted with an hourglass cursor when you try playing streaming video through Win amp, compiling a heap of code, and rendering images in Photoshop simultaneously? Thankfully, dual-core processors got launched on the opera to make the most of your busy computer. 

If you have you lost count of the times you find your computer lagging when you work on several AutoCAD projects while also zipping your entire C drive, and burning a series of CDs, or if you’ve just hoped that you could find an expensive new computer feature that is more status symbol than performance, here the answer; you should be happy to hear about the new systems work”

1. Introduction

                    A dual-core processor is a CPU with two separate cores on the same die, each with its own cache. It’s the equivalent of getting two microprocessors in one. In a single-core or traditional processor the CPU is fed strings of instructions it must order, execute, then selectively store in its cache for quick retrieval. When data outside the cache is required, it is retrieved through the system bus from random access memory (RAM) or from storage devices. Accessing these slows down performance to the maximum speed the bus, RAM or storage device will allow, which is far slower than the speed of the CPU. The situation is compounded when multi-tasking. In this case the processor must switch back and forth between two or more sets of data streams and programs. CPU resources are depleted and performance suffers.

                In a dual-core processor each core handles incoming data strings simultaneously to improve efficiency. Just as two heads are better than one, so are two hands. Now when one is executing the other can be accessing the system bus or executing its own code. Adding to this favorable scenario, both AMD and Intel’s dual--core flagships are 64-bit.

                A dual-core processor is different from a multi-processor system. In the latter there are two separate CPUs with their own resources. In the former, resources are shared and the cores reside on the same chip. A multi-processor system is faster than a system with a dual-core processor, while a dual-core system is faster than a single-core system, all else being equal.

                 An attractive value of dual-core processors is that they do not require a new motherboard, but can be used in existing boards that feature the correct socket. Servers running multiple dual-core processors will see an appreciable increase in performance.

                  Multi-core processors are the goal and as technology shrinks, there is more “real-estate” available on the die. In the fall of 2004 Bill Siu of Intel predicted that current accommodating motherboards would be here to stay until 4-core CPUs eventually force a changeover to incorporate a new memory controller that will be required for handling 4 or more cores.

1.1 Implications for the Enterprise

 The corporate computing environment has witnessed dramatic changes in the last few years, with a shift from rapid expansion of IT infrastructure in support of growing business needs, to carefully managing existing assets and investing in new strategic technologies that provide specific competitive advantages. Information technology (IT)  managers today are challenged with providing more services to more users, meeting ever-increasing performance  expectations, storing and managing exponentially increasing amounts of data, better protecting the network, and ensuring system stability—all with limited possibility to  expand data centers because of shrinking budgets.

 Key drivers for multi-core processors in Server/Workstation environments include:

• Reliance on x86 architecture as the backbone of corporate IT networks is placing performance demands on today’s servers to run a growing list of complex applications.

• Data centers’ performance requirements are growing while at the same time budget and logistical concerns deter physical expansion within many enterprises. Methods such as server consolidation and virtualization to better utilize existing resources have become appealing options to curtail costs.

• Multi-threaded applications are expected to be adopted more broadly in the future. The    need for multi-processor systems is growing in new areas.

 • Security has become a critical issue, requiring new classes of software applications and technologies that are uniquely served by multi-core processors. An increasingly effective approach to providing additional platform security is to leverage the power of virtualization technology to segregate trusted applications from nontrusted ones. 

• Increased performance without increased power consumption is a critical need. Corporate IT managers also remain resolute in their need to add performance without increasing the physical footprint for hardware. Multi-core processor solutions address these needs by providing increased performance without increasing power or physical space requirements.

• End-customers are demanding more capable systems with more capable processors.

2. AMD multi-core

  In August 2004, AMD was the first x86 processor manufacturer to demonstrate a fully functioning dual--core processor on a shipping platform. Although performance will vary based on the software application, corporate IT systems currently optimized for symmetrical multiprocessing (SMP) multi-threaded applications should see significant performance increases by using AMD multi-core processors. They are also inherently more capable of leveraging the benefits of multi-threaded applications because they are, essentially multi-processor systems reduced down to single chips. Multi-core processors, whether installed in desktops, notebook PCs, workstations or servers, can play a significant role in enabling companies to deploy sophisticated new security and virtualization layers.

2.1 Servers 

Multi-core AMD Opteron processors provide the best performance per watt for servers, and will enable hardware manufacturers to increase the processing capacity of their “rackable” server products—including their server blade designs that share common network, power, and cooling components. AMD’s enterprise customers can deploy new server blade systems without having to increase the physical footprint of their computer system resources, plan for additional heat dissipation, or provide additional power. Multi-core processor-based servers will deliver more overall performance than those powered by single-core processors; while at the same time will be easier to manage because more processing capacity can be concentrated into fewer servers. For the same reason, multi-core servers will be less costly to operate.

2.2 Security

Viruses, worms, and spy ware are constantly testing firewalls and other network protection measures, and can wreak havoc on computer systems. As a result, software and hardware designers have been collaborating to provide better security options. AMD pioneered Enhanced Virus Protection (EVP) technology that provides protection at the platform level when used in combination with Microsoft Windows and the leading Linux distributions from SuSE and Red Hat. Available on all AMD64 processors, EVP is an important step to help users defend against some of the most common and damaging threats. AMD engineers continue to focus on ways to strengthen security, and have gone beyond EVP with multi-core AMD processors. Not only will systems powered by these processors be platform-protected from specific viruses when used as discussed above, but also AMD is bringing additional security features to all of its processors with a technology called Presidio. AMD multi-core processors using Presidio technology, coupled with appropriate operating system support, will be able to run more Sophisticated security applications by better leveraging Direct Connect Architecture and virtualization technologies to provide increased performance capacity.

2.3 Virtualization
The use of software to allow workloads to be shared at the processor level by providing the illusion of multiple processors—is growing in popularity. Virtualization balances workloads between underused IT assets, minimizing the requirement to have performance overhead held in reserve for peak situations and the need to manage unnecessary hardware. AMD multi-core processors are well suited to help companies implement virtualization because they offer the increased performance necessary to counter performance penalties. The architecture of AMD multi-core processors offers a critical advantage when building “virtual machines” by leveraging Direct Connect Architecture to deliver very high-performance memory-sharing between virtual machines hosted on multiple cores within a single processor.   

3. Are Two Cores Better Than One?

Parallelism is rapidly becoming the preferred way to increase microprocessor performance, and dual- core approaches are one of the easiest ways to achieve parallelism. As the chart below illustrates, over the past four years, processors based on Intel’s NetBurst architecture have increased in performance by a factor of 3.2, while maximum power consumption (known as the chip’s “Thermal Design  Power” or TDP) has increased by a factor of 2.1. On average, each 100MHz increase in clock frequency adds 2.5W to the chip’s appetite for power. The fastest P4’s today consume almost 110 Watts. Nobody would complain if processor performance was to go up and to the right forever, but increased power consumption is a different story. Chips that use more power need bigger, faster and noisier fans. Beyond 150 Watts, air cooling becomes problematic and liquid cooling may be required; this adds cost and complexity to desktop systems, and should be avoided if at all possible. For offices or datacenters with many systems, bringing power into the facility and getting heat out have become important   considerations in system deployments. 

 Not all Intel 90nm processors require vast amounts of power to deliver competitive computational performance.  The latest Pentium M, based on the Dothan core, runs at 2GHz, but needs only 21 Watts to match the performance of a 3.2GHz Pentium 4 that uses 82 Watts. Dothan contains more transistors (140 million) than Prescott (125 million), but uses only one fourth the powers. Dothan’s designers opted to use slightly slower transistors than Prescott’s, a decision that makes a dramatic difference in overall power consumption. If Intel’s dual--core desktop processors drop their clock frequency to 2.5GHz, each core will consume approximately 40 Watts and will score approximately 1200 on the SPECint test, for a combined performance of 2400 on SPECint at 100 Watts. A single core design that performs at this level would have to operate at 4.6GHz, and at that frequency, the   chip would consume at least 130 Watts.  Even this level of performance might be hard to achieve, since the   at least 3.6GHz P4 actually delivers less performance than the earlier 3.4GHz model.

The transition to multi-core processors raises few software visible issues. Virtually all   applications can run on these new processors without modification, but to gain a dual--core performance   advantage, programs must be (re)structured to run in a multithreaded manner. Many computationally intensive applications have already been modified in this way, since software programs cannot distinguish between multiprocessing (i.e., multiple threads running on two separate processors), Hyper Threading  (i.e., multiple threads running on two logical processors in a single core) and dual--core operation (i.e.,  multiple threads running on separate cores on one chip). Intel has spent many millions of dollars over the past three years to assist software developers in their efforts to adapt their programs for Hyper-Threaded execution, and all of those investments apply directly to dual--core systems as well. All the major x86-based operating systems (e.g., Windows, Linux and UNIX) already support multiprocessor configurations, so there’s no need for application developers to sit on their hands while the OS developers get their acts together. Unlike the move to 64-bit computing, which remains on hold pending the final release of Windows for 64-bit Extended x86 Systems, there’s little Microsoft can do (other than raise the prices it charges for multi-processor versions of its operating systems) to slow   the migration to dual--core.
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4. PC Benefits

Five to 10 years ago, most people were using PCs to run word processing and spreadsheet programs, surf the Internet, and play games. During this time, even middle-of the- road PCs were easily delivering the required levels of performance. However, in every year since, we have greatly expanded what we do with our computers. Today, we are regularly working with software applications that manipulate digital video and photographs, and new games are pushing boundaries in the area of real-life simulation. These exciting advancements have required high-performance PCs to run the latest, sophisticated applications. Even with current PCs delivering unprecedented performance, there are still software applications that regularly tax the computer’s ability to deliver instantaneous results—causing the all-too-familiar spinning icon, disk thrashing, and computer hesitation—resulting in user frustration. Most people understand there are physical limitations governing a processor’s ability to deliver complex tasks in split seconds under certain scenarios, forcing users to wait for computers to execute one task before it allows the user to do something else. AMD multi-core processors can help greatly alleviate this condition.

4.1 Benefits of multi-core processors for PCs:

•          Multi-core processors can enable a digital lifestyle. Digital media entertainment, or  digital life, is an exciting concept currently under collaborative development by Microsoft, Sony, and a number of other companies. This coming development will allow consumers to truly experience the abundance of rich, digital media in their homes. Although the possibilities of digital life are exciting, they require significant computer processing performance and multi-tasking capability. PCs with dual-core processors can deliver this performance and multi-tasking capability and will lend themselves to becoming the center of the digital home.

•          PCs can already be wirelessly integrated with cable desktop boxes and TVs throughout the home. With an AMD multi-core processor based PC serving as the hub of a wireless home network, dad can be surfing the Web in the living room, while his daughter is downloading and playing MP3 audio files in her bedroom, and his son is playing a game on an appliance in the kitchen—all leveraging the high performance and multi-tasking benefits of AMD multi-core processors. This scenario will be delivered by a single, AMD-powered PC.

• One computing challenge is not only in delivering the content, but also in creating it.

Encoding and decoding digital media files can be cumbersome within the constraints of many single-core, processor-based systems. There is  also the need to simultaneously deliver a simple, unified operating system capable of managing all the different   appliances  and electronics involved in the system, including all the TVs, stereos, and MP3 players. The digital life concept relies heavily on the multi-tasking capability of PCs powered with AMD multi-core processors. Although the peripheral technology is available today, the lack of PCs with adequate processing power is a key limitation to more widespread adoption.

• Multi-tasking productivity—multi-core processor PC users will experience exceptional performance while executing multiple tasks simultaneously. The ability to do complex multi-tasked workloads, such as creating professional digital content while checking and writing e-mails in the foreground, and also running firewall software or downloading audio files off the Web in the background, will allow consumers and workers to do more work in less time 

• PC security can be enhanced because dual- core processors can run more sophisticated

virus, spam, and hacker protection in the background without performance penalties

• Cool and quiet—the enhanced performance offered by multi-core processors will come

without the additional heat and fan noise that would likely accompany performance increases with single-core processor machines.

4.2Current options to address power and cooling challenges

                                         Historically, processor manufacturers have responded to the   demand for more processing power primarily by delivering faster processor speeds. However, the challenge of managing power and cooling requirements for today’s powerful processors has prompted a reevaluation of this approach to processor design. With heat rising incrementally faster than the rate at which signals move through the processor, known as clock speed, an increase in performance can create an even larger increase in heat. IT organizations must therefore find ways to enhance the performance of databases, messaging applications, and other enterprise systems while contending with a corresponding increase in system power consumption and heat. Although faster processors are one way to improve server performance, other approaches can help boost performance without increasing clock speed and incurring an attendant increase in power consumption and heat. In fact, excellent overall processing performance may be achieved by reducing clock g speed while increasing the number of processing units—and the consequent reduction in clock speed can lead to lower heat output and greater efficiency. For example, by moving from a single high speed  core, which generates a corresponding increase in heat, to multiple slower cores, which produce a corresponding reduction in heat, enterprises can potentially improve application performance while reducing their thermal output.

4.2.1 Balancing performance across each platform. 

The first step is to optimize performance across all platform elements. Designing, integrating, and building complete platforms that balance computing capabilities across processor, chip set, memory, and I/O components can significantly improve overall application performance and responsiveness. By integrating flexible technologies and balancing performance across all platform components, administrators can help provide the headroom required to support business growth (such as increases in users, transactions, and data) without having to upgrade the entire server. This approach can help the systems in place today support increased business demands, enhancing scalability for future growth

4.2.2 Harnessing multithreading technology. 

The second step is to improve the efficiency of computer platforms by harnessing the power of multithreading. Industry-standard servers with multiple processors have been available for many years, and the overwhelming majority of networked applications can take advantage of the additional processors, multiple software threads, and multitasked computing environments. These capabilities have enabled organizations to scale networked applications for greater performance. The next logical step for multiprocessing advancements is expected to come in the form of multiple logical processing units, or processor cores, within a single chip. Dual-core processors—coupled with advances in memory, I/O, and storage—can be designed to deliver a balanced platform that enables the requisite performance and scalability for future growth. 

5. Scalability potential of dual- core processors

 Processors plug into the system board through a socket. Current technology allows for one processor socket to provide access to one logical core. But this approach is expected to change, enabling one processor socket to provide access to two, four, or more processor cores. Future processors will be designed to allow multiple processor cores to be contained inside a single processor module. For example, a tightly coupled set of dual- processor cores could be designed to compute independently of each other—allowing applications to interact with the processor cores as two separate processors even though they share a single socket. This design would allow the OS to “thread” the application across the multiple processor cores and could help improve processing efficiency.

                     A dual-core structure would also include cache modules. These modules could either be shared or independent. Actual implementations of dual-core processors would vary depending on manufacturer and product development over time. Variations may include shared or independent cache modules, bus implementations, and additional threading capabilities such as Intel Hyper-Threading (HT) Technology. 

                  A dual-core arrangement that provides two or more low-clock speed cores could be designed to provide excellent performance while minimizing power consumption and delivering lower heat output than configurations that rely on a single high-clock-speed core. The following example shows how dual-core technology could manifest in a standard server configuration and how multiple    low-clock-speed cores could deliver greater performance than a single high-clock-speed core for networked applications.

                This example uses some simple math and basic assumptions about the scaling of multiple processors and is included for demonstration purposes only. Until dual-core processors are available, scaling and performance can only be estimated based on technical models. The example described in this article shows one possible method of addressing relative performance levels as the industry begins to move from platforms based on single-core processors to platforms based on dual-core processors. Other methods are possible, and actual processor performance and processor scalability are tied to a variety of platform variables, including the specific configuration and application environment. Several factors can potentially affect the internal scalability of multiple cores, such as the system compiler as well as architectural considerations including memory, I/O, front side bus (FSB), chip set, and so on.

                   For instance, enterprises can buy a dual--processor server today to run Microsoft Exchange and pro vide e-mail, calendaring, and messaging functions. Dual--processor servers are designed to deliver excellent price/performance for messaging applications. A typical configuration might use dual- 3.6 GHz 64-bit Intel Xeon™ processors supporting HT Technology. In the future, organizations might deploy the same application on a similar server that instead uses a pair of dual--core processors at a clock speed lower than 3.6 GHz. The four cores in this example configuration might each run at 2.8 GHz. The following simple example can help explain the relative performance of a low-clock-speed, dual--core processor versus a high-clock-speed, dual--processor counterpart.

                  Dual--processor systems available today offer a scalability of roughly 80 percent for the second processor, depending on the OS, application, compiler, and other factors.2 That means the first processor may deliver 100 percent of its processing power, but the second processor typically suffers some overhead from multiprocessing activities. As a result, the two processors do not scale linearly—that is, a dual--processor system does not achieve a 200 percent performance increase over a single-processor system, but instead provides approximately 180 percent of the performance that a single-processor system provides. In this article, the single-core scalability factor is referred to as external, or socket-to-socket, scalability. When comparing two single-core processors in two individual- sockets, the dual- 3.6 GHz processors would result in an effective performance level of approximately 6.48 GHz (see Figure 1). For dual-core processors, administrators must take into account not only socket-to-socket scalability but also internal, or core-to-core, scalability—the scalability between multiple cores that reside within the same processor module. In this example, core-to-core scalability is estimated at 70 percent,

meaning that the second core delivers 70 percent of its processing power. Thus, in the example system using 2.8 GHz dual--core processors, each dual--core processor would behave more like a 4.76 GHz processor when the performance of the two cores—2.8 GHz plus 1.96 GHz—is combined. 

                   For demonstration purposes, this example assumes that, in a server that combines two such dual--core processors within the same system architecture, the socket-to-socket scalability of the two dual- core processors would be similar to that in a server containing two single-core processors—80 percent scalability. This would lead to an effective performance level of 8.57 GHz (see Figure 2). 

                 To continue the example comparison by postulating that socket to- socket scalability would be the same for these two architectures, a  dual-core architecture could enable greater performance than a single-core processor architecture, even if the cores in the dual-core architecture are running at a lower clock speed than the processor cores in the single-core architecture. In this way, a dual-core architecture has the potential to deliver higher performance for enterprise applications
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6. Dual- Core Issues

6.1. Power and cooling advantages of dual- core processors

                         Although the preceding example explains the scalability potential of dual-core processors, scalability is only part of the challenge for IT organizations. High server density in the data center can create significant power consumption and cooling requirements. A dual-core architecture can help alleviate the environmental challenges created by high-clock-speed, single-core processors.

                           Heat is a function of several factors, two of which are processor density and clock speed. Other drivers include cache size and the size of the core itself. In traditional architectures, heat generated by each new generation of processors has increased at a greater rate than clock speed.

                            In contrast, by using a shared cache (rather than separate dedicated caches for each processor core) and low-clock-speed processors, dual-core processors may help administrators minimize heat while maintaining high overall performance. This capability may help make future dual-core processors attractive for IT deployments in which density is a key factor, such as high-performance computing (HPC) clusters, Web farms, and large clustered applications. Environments in which 1U servers or blade servers are being deployed today could be enhanced by potential power savings and potential heat reductions from dual-core processors.

                             Currently, technologies such as demand-based switching (DBS) are beginning to enter the mainstream, helping organizations reduce the utility power and cooling costs of computing. DBS allows a processor to reduce power consumption (by lowering frequency and voltage) during periods of low computing demand. In addition to potential performance advances, dual-core designs also hold great promise for reducing the power and cooling costs of computing, given DBS technology. DBS is available in single-core processors today, and its inclusion in dual-core processors may add    capabilities for managing power consumption and, ultimately, heat output. This potential utility cost savings could help accelerate the movement from proprietary platforms to energy-efficient industry-standard platforms.   

6.2. Dual- core cost

            What do dual-core processors mean for system costs? Of course, embedded systems designers have to pay for the silicon and the first processor with its supporting I/O. But suddenly, the second processor is now almost free (at least for the lower clock speeds with their better yield points). If we take this idea further, processor cores will be incrementally free going forward as dual-core architectures become popular. Intel is already implementing hyper threading technology on dual- core Pentiums, and has stated that for 2015 they are aiming for “tens or potentially hundreds” of processor cores per die. With at least fifteen projects underway, Intel will drive the adoption of dual- core in the mainstream.

6.3. Leakage and power

          Leakage, once negligible in CMOS transistor integrated circuits that only consumed power during switching, is now a mounting problem as geometries have gotten smaller and clock speeds have increased. According to Freescale Semiconductor, the power leakage for a 90 nm process device is two to three times more than for a 130 nm process device at the same voltage. This more than offsets the gains from geometry and core voltage reductions. By including a second processor either on the same die or in a second die within a single package, surrounding logic such as bus interfaces can be shared and power can be conserved as compared to a traditional dual- package, dual- processor solution.

6.4. Throughput 

Two cores probably will not have the same aggregate throughput as two separate processors in most cases, but the response time for a given thread will probably be quicker. What happens when we get to the hundreds of cores target, and each thread has its own core? Imagine the possibilities. I can almost hear the footsteps of software designers running down the hall to their boss’ office, while frantically yelling “When do I get my own core to run on?” When additional processor cores are free (or asymptotically close to it), embedded systems designers will have very interesting options for creating new breakthroughs. I am looking forward to observing how designers reap the benefits. As always, I welcome your feedback, and would like to hear about how dual-core processors affect your current and future designs. 

6.5 .Hyper-Threading vs. Dual--Core

            HT Technology is limited to a single core using existing execution resources more efficiently to better enable threading, whereas multi-core capability provides two or more complete sets of execution resources to increase compute throughput. Any application that has been optimized for HT Technology will deliver great performance when run on an Intel dual--core processor-based system. So users will be able to take advantage of many existing applications that are already optimized for two threads from the earliest days of Intel’s dual--core ramp.

6.6. Software Development Changes/Challenges

Any application that will run on a single-core Intel processor will run on an Intel dual--core processor. However, in order for an application to take advantage of the dual--core capabilities, the application should be optimized for multithreading. Microsoft Windows* Movie Maker* 2.0 and Adobe Photoshop* CS are examples of widely used applications that will show significant performance improvement on dual--core systems. Users who multitask or work in environments with lots of background processing also should benefit from dual--core systems.

7. Disadvantages
Bad News: First the Bad News: “The Free Lunch is Over the Free Lunch is Over”
… …The good news is that processors are going to continue to become more powerful. The bad news is that, at least in the short term, the growth will come mostly in directions that do not take most current applications along for their customary free ride.

………Applications will increasingly need to be concurrent if they want to fully exploit continuing exponential CPU throughput gains. Efficiency and performance optimization will get more, not less, important.

8. Multi Core Transition

· Future products in development to deliver increasing performance per socket

· Scalable performance growth enabled through increased processor parallelism

· Most server applications are ready to take advantage of scalable architectures

· Intel delivering industry tools for multi-threaded software development

9. CONCLUSION
                 The convergence of dual-core and 64-bit technologies will deliver mainframe-class power and performance to mainstream platforms, enabling applications that traditionally run on higher-end systems to also run on lower-priced, industry-standard server platforms. The evolution of processor technology to dual-core design will address the market’s needs for a solution that provides performance gains within fixed power and physical space limitations. 

                
With dual-core technology, highly threaded and parallel processing systems can run on x86 servers by virtue of each contained core’s ability to allocate dedicated resources to each thread. Individual- cores can manage distinct threads while coexisting in a low-latency environment. This improvement opens up the opportunity for multithreaded operating systems supporting either numerous single-threaded applications or some multithreaded applications common on client computers.

As a result, these significantly improved compute capabilities will provide the advanced technological environments required to drive a shift in workload processing. IDC believes that as dual-core technologies develop and are adopted and deployed their ability to enable heavy multitasking environments will be the catalyst for an evolution in server workload management. The result will be the eventual migration of workloads previously deployed only in mainframe environments into the more pricing aggressive x86 end of the server market.  

  
So in the existing marketing scenario, the next boom will be of dual- core processors which ensure an hour worth using every second without the usual awaiting before the dreary hour glass cursor .So the future will be of dual- core processors.
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