Extending Grids with Cloud Resource Management for Scientific Computing

1. INTRODUCTION
In the last decade, Grid computing gained high popularity in the field of scientific computing through the idea of distributed resource sharing among institutions and scientists. Scientific computing is traditionally a high-utilization workload, with production Grids often running at over 80% utilization (generating high and often unpredictable latencies), and with smaller national Grids offering a rather limited amount of high-performance resources. Running large-scale simulations in such overloaded Grid environments often becomes latency bound or suffers from well-known Grid reliability problems. Today, a new research direction coined by the term Cloud computing proposes an alternative attractive to scientific computing scientists primarily because of four main advantages. 
First, Clouds promote the concept of leasing remote resources rather than buying own hardware, which frees institutions from permanent maintenance costs and eliminates the burden of hardware deprecation following Moore’s law. 
Second, Clouds eliminate the physical overhead cost of adding new hardware such as compute nodes to clusters or supercomputers and the financial burden of permanent over-provisioning of occasionally needed resources. Through a new concept of “scaling-by credit-card”, Clouds promise to immediately scale up/down an infrastructure according to the temporal needs in a cost effective fashion. 
Third, the concept of hardware virtualization can represent a significant breakthrough for the automatic and scalable deployment of complex scientific software and can also significantly improve the shared resource utilization. 
Fourth, the provisioning of resources through business relationships constrains specialized data centre companies in offering reliable services which existing Grid infrastructures fail to deliver. Despite the existence of several integrated environments for transparent programming and high-performance use of Grid infrastructures for scientific applications , there are no results yet published in the community that report on extending them to enjoy the benefits offered by Cloud computing. While there are several early efforts that investigate the appropriateness of Clouds for scientific computing, they are either limited to simulations, do not address the highly successful workflow paradigm, and do not attempt to extend Grids with Clouds as a hybrid combined platform for scientific computing. 
In this paper we extend a Grid workflow application development and computing environment to harness resources leased by Cloud computing providers. Our goal is to provide an infrastructure that allows the execution of workflows on conventional Grid resources which can be supplemented on demand with additional Cloud resources, if necessary. We concentrate our presentation on the extensions we brought to the resource management service to consider Cloud resources, comprising new Cloud management, software (image) deployment, and security components. We present experimental results using a real-world application in the Austrian Grid environment, extended with an own academic Cloud constructed using the Eucalyptus middleware and Xen virtualization technology.
2. BACKGROUND CONCEPTS
While there are several workflow execution middlewares for Grid computing, none is known to support the new type of Cloud infrastructure.
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2.1    ASKALON
ASKALON is a Grid application development and computing environment developed at the University of Innsbruck with the goal of simplifying the development and optimization of applications that can harness the power of Grid computing (see Figure 2.1). In ASKALON, the user composes workflow applications at a high level of abstraction using a UML graphical modeling tool. Workflows are specified as a directed graph of activity types representing an abstract semantic description of the computation such as a Gaussian elimination algorithm, a Fast Fourier Transform, or an N-body simulation. The activity types are interconnected in a workflow through control flow and data flow dependencies. The abstract workflow representation is given in an XML form to the ASKALON middleware services for transparent execution onto the Grid. 
This task is mainly accomplished by a fault tolerant enactment engine, together with a scheduling service in charge of computing optimized mappings of workflow activities onto the available Grid resources. To achieve this task, the scheduler employs a resource management service that consists of two main components: GridARM for discovery and brokerage of hardware resources by interfacing with a Grid information service, and GLARE for registration and provisioning of software resources. An important functionality component of GLARE is the automatic provisioning of activity deployments on remote Grid sites, which are properly configured installations of the legacy software and services implementing the activity types. Once an activity deployment has been installed, we say that the remote resource has been provisioned and can be used by the scheduler and enactment engine for the workflow execution. This execution can be monitored using graphical tools or via the engines event system.
2.2     Cloud Computing
The buzzword Cloud computing is recently being increasingly used for the provisioning various services through the Internet which are billed like utilities. From a scientific point of view, the most popular interpretation of Cloud computing is Infrastructure as a Service (IaaS), which provides generic means for hosting and provisioning of access to raw computing infrastructure and its operating software. IaaS are typically provided by data a center renting modern hardware facilities to customers that only pay for what hey effectively use, which frees them from the burden of hardware maintenance and deprecation. IaaS is characterized by the concept of resource virtualization which allows a customer to deploy and run his own guest operating system on top of the virtualization software offered by the provider.
 Virtualization in IaaS is also a key step towards distributed, automatic, and scalable deployment, installation, and maintenance of software. To deploy a guest operating system showing to the user another abstract and higher-level emulated platform, the user creates a virtual machine image, in short image. In order to use a Cloud resource, the user needs to copy and boot an image on top, called virtual machine instance, in short instance. After an instance has been started on a Cloud resource , we say that the resource has been provisioned and can be used. If a resource is no longer necessary, it must be released such that the user no longer pays for its use. Commercial Cloud providers typically provide to customers a selection of resource classes or instance types with different characteristics including CPU type, number of cores, memory, hard disk, and I/O performance.

3.    RESOURCE MANAGEMENT ARCHITECTURE
To enable the ASKALON Grid environment use Cloud resources from different providers, we extended the resource management service three new components: Cloud management, image catalogue, and security mechanisms. Whenever the high-performance Grid resources are exhausted, the ASKALON scheduler has the option of supplementing them with additional ones leased from Cloud providers to faster complete the workflow. A limit for the maximum number of leased resources that are requested is set for each cloud in their credential properties. This limit helps to save money and stay within the resource limits given by the cloud provider. EC2 allows the users to request up to 20 instances on a normal account while bigger resource requests require to contact Amazon manually. The used dps.cloud offers 12 cores and any further requests could not be served so the limit for resource requests was set to 12. When a deployment request for a new Cloud resource arrives from the scheduler, the resource manager arranges its provisioning by performing the following steps(see fig 3.1).
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Fig 3.1   The cloud-enhanced resource management architecture

1) Retrieves a signed request for a certain number of activity deployments needed to complete the workflow;

2) The security component checks the credential of the request and which Clouds are available for the requesting user;
3) The image catalogue component retrieves the predefined registered images for the accessible Clouds;

4) The images are checked if they include the requested activity deployment or if they have the capability to auto-deploy;
5) The instances are started using the Cloud management component and the image boot process is monitored until a (SSH) control connection is possible to the new instance. If the instance does not contain the requested activity deployment, an optional auto-deployment process using GLARE takes place;

6) A new entry is created in GridARM with all information required by the new instance such as identifier, IP address, and number of CPUs;

7) All the activity deployments contained in the booted image are registered in GLARE;

8) The resource manager replies to the scheduler with the new deployments for the requested activity types.
3.1   Cloud management

In terms of functionality, the Cloud-enabled resource manager extends the old Grid resource manager with two new runtime functions: the request for new deployments for a specific activity type and the release of a resource after its use ended. The Cloud management component is responsible for provisioning, releasing, and checking the status of an instance. Figure 3.2 shows a generic instance state transition diagram which we constructed by analyzing the instance states in different Cloud implementations.
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Upon a request for an additional resources, the Cloud management component selects the resources (instance types) with the best price/performance ratio to which it transfers a image containing the required activity deployments, or enabled withauto-deployment functionality (state starting). In the running state the image is booted, while in the accessible the instance is ready to be used. In the resizing phase the underlying hardware is reconfigured, e.g. by adding more cores or memory , while in the restarting phase the image is rebooted, for example upon a kernel change. The release of an image upon shut down is signaled by the terminated state.Thefailed state indicates an error of any kind that automatically releases the resource. Upon a resource release, the instance and all the deployments registered are removed from GridARM and GLARE. However, if there are pending requests for an existing instance containing the required deployments, the resource manager can optimize the provisioning by reusing the same instance for the next user if they share same Cloud credential.

The Cloud manager also maintains a registry of the available resources classes (or instance types) offered by different Cloud providers containing the number of cores, the amount of memory and hard disk, I/O performance, and cost per unit of computation. For example, Table 3.1 contains the resource class information offered by four Cloud providers, which need to be manually entered by the resource manager administrator in the Cloud management registry due to the lack of a corresponding API.Today, different commercial and academic Clouds provide different interfaces to their services, as no official standard has been defined yet. 
We are using in the Cloud management component the Amazon API defined by EC2, which is also implemented by Eucalyptus and Nimbus  middlewares used for building “academic Clouds”. To support more Clouds, plugins to other interfaces or using a metacloud software are required. Table 3.2 shows an overview of the Cloud providers those are currently offering API access to provision and release their resources, and which could therefore be integrated into an automatic resource management system. This overview also shows the difference in available hardware configurations of the selected five providers. There is a also wide range of Cloud providers that do not offer an API to control the instances and therefore are not listed. 
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3.2 Image catalogue

Each Cloud infrastructure provides a different set of images offered by the provider or defined by the users themselves, which need to be organized in order to be of effective use. For example, the Amazon EC2 API provides built-in functionality to retrieve the list of available images, while other providers only offer plain text HTML pages listing their offers, while some providers have the lists of possible images hidden in their instance start API documentation. The information about the images provided by different Cloud providers is in all cases limited to simple string name and lacks additional semantic descriptions of image characteristics such the supported architecture, operating system type, embedded software deployments, or support for auto-deployment functionality. The task of the image catalogue is to systematically organize this missing information, which is registered manually by the resource manager administrator. 
Figure 3.3 shows the hierarchical image catalogue structure were each provider has an assigned set of images, and for each image there is a list of embedded activity deployments, or which can be automatically deployed. Custom images with embedded deployments have reduced the provisioning overhead, as the deployment part is skipped. Images are currently not interoperable between Cloud providers which generate a large image catalogue that needs to be managed. As Table 3.2 demonstrates, the variety of the offers between different providers is high. For example, Amazon EC2 has by far the most images available, also due to the fact that users can upload their custom or modified images and make them available to the community. At the other extreme, AppNexus only provides one standard instance for its users. 
The bus size of the different images may create additional problems with the activity deployments on the started instances, e.g. Amazon EC2 only offers 32 bit architectures on their two cheapest instance types, while the others are 64 bit.
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3.3  Security

Security is a critical topic in Cloud computing with applications running and producing confidential data on remote unknown resources that need to pe protected. Several issues need to be addressed such as authentication to the Cloud services and to the started instances, as well as securing user credit card information. Authentication is supported by existing providers either through a key pair and certificate mechanism, or by using login and password combinations (see Table 3.2). 
 One can distinguish between two types of credentials in Cloud environments:

· user credential is a persistent credential associated with a credit card number used for provisioning and releasing Cloud resources; 
· instance credential is a temporary credential used for manipulating an instance through the SSH protocol. 
Since these credentials are issued separately by the providers, users will have different credentials for each Cloud infrastructure, in addition to their Grid Security Infrastructure (GSI) certificate. The resource manager needs to manage these credentials in a safe manner, while granting to the other services and to the application secure access to the deployed Cloud resources. The security mechanism of the resource manager is based on GSI proxy delegation credentials, which we extended with two secured repositories for Cloud access:

· A MyCloud repository which, similar to a MyProxy repository, stores copies of the user credentials which can only be accessed by authenticating with a correct GSI credential associated to it;
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· A MyInstance repository for storing temporary instance credentials generated for each started instance.The detailed security procedure upon an image deploymentrequest is as follows (see Figure 3.4):
1) A GSI-authenticated request for a new image deployment is received.

2) The security component checks in the MyCloud repository for the Clouds for which the user has valid credentials;
3) A new credential is generated for the new instance that needs to be started. In case multiple images need to be started, the same instance credential can be used to reduce the credential generation overhead (i.e. about 6-10 seconds in our experiments, including the communication overhead);

4) The new instance credentials are stored in the MyImage repository, which will only be accessible to the enactment engine service for job execution after a proper GSI authentication;

5)  A start instance request is sent to the Cloud using the   newly generated instance credential;

6) When an instance is released, the resource manager deletes the corresponding credential from the MyInstance repository.   
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4. CONCLUSION

In this paper we extended a Grid workflow development and computing environment to use on-demand Cloud resources in Grid environments offering a limited amount of high-performance resources. We presented the extensions to the resource management architecture to consider Cloud resources comprising three new components: Cloud management for automatic image management, image catalogue for management of software deployments, and security for authenticating with multiple Cloud providers. We presented experimental results of using a real-world application in the Austrian Grid environment, extended with an own academic Cloud. Our results demonstrate that workflows with large problem sizes can significantly benefit from being executed in a combined Grid and Cloud environment.
 Similarly, the cost of using Cloud resources is more convenient for large workflows due to the hourly billing increment policies applied. Our environment currently supports providers offering Amazon EC2-compliant interfaces, which we plan to extend for other Cloud providers. We also plan to investigate more sophisticated multi-criteria scheduling strategies such as the effect of the resource class granularity (i.e. number of underlying cores) on the execution time, resource allocation efficiency, and the overall cost. We also intend to use the Cloud simulation framework presented in for validating various scheduling and optimization strategies at a larger scale.
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