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               ABSTRACT


Fault localization, a central aspect of network fault management, is a process of deducing the exact source of a failure from a set of observed failure indications. It has been a focus of research activity since the advent of modern communication systems, which produced numerous fault localization techniques. However, as communication systems evolved becoming more complex and offering new capabilities, the requirements imposed on fault localization techniques have changed as well.
Fault localization is a process of isolating faults responsible for the observable malfunctioning of the managed system. This paper reviews some existing approaches of this process and improves one of described techniques the probing. Probes are test transactions that can be actively selected and sent through the network. In this paper we use active probing to present an approach to develop tools for performing fault localization. We discuss various design issues involved and propose architecture for building such a tool. 

 Suggested innovations include: mixed (passive and active) probing, partitioning used for probe selection, logical detection of probing results, and adaptive, sequential probing.
CHAPTER 1: INTRODUCTION        

1.1: What is Fault Localization?

Fault localization is a process of isolating faults responsible for the observable malfunctioning of the Managed system. Fault (also referred to as root problem) can be defined as an unpermitted deviation of at least one characteristic parameter or variable of a network object from acceptable or usual or standard values. 

The International Standards Organization has divided network management tasks into six categories, as part of their Open System Interconnection Model. One of these categories the fault management can be characterized as detecting when network behavior deviates from normal and formulating a corrective course of action.

Fault management deals with 

1. Fault detection, to know whether there is a failure or not in the network;

2. Fault localization, to know which is (are) the component(s) that has/have failed and caused the       received alarms;

3. Fault isolation so that the network can continue to operate, which is the fast and automated way to restore Interrupted connections;

4. Network (re-)configuration that minimizes the impact of a fault by restoring the interrupted    connections using spare equipment;

5. Replacement of the failing component(s).

Error, a consequence of fault, is defined as a discrepancy between observed and correct value. Fault may cause one or more errors. 

Failure is an error that is visible to the outside world. Errors may propagate within the network causing failures of faultless hardware or software. 

Symptoms are external manifestation of failures. They are observed (and send to the network manager) as alarms.
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                           Fig. 1. Distinction between fault, error, failure, and symptom.

1.2: Need of Fault Localization
Since faults are unavoidable in communication systems, their quick detection and isolation is   essential for the robustness, reliability, and accessibility of a system. 

As computer networks increase in size, heterogeneity and complexity, effective management of such networks becomes more important and more difficult.

Network management is essential to ensure the good functioning of these networks. Fault diagnosis is a central aspect of network fault management. Since faults are unavoidable in communication systems, their quick detection and isolation is essential for the robustness, reliability, and accessibility of a system. In large and complex communication networks, automating fault diagnosis is critical.

Traditionally, fault localization has been performed manually by experts but, as systems grew larger and more complex, automated fault localization techniques became critical.

                 CHAPTER 2: FAULT LOCALIZATION TECHNIQUE        


Introduction:
All techniques performing fault diagnosis rely on analysis of symptoms and events (such as warnings and parameters of the network elements) that are generated or detected during the occurrence of the fault. One can divide them in two main categories.

 The first ones are Passive approaches, which compute fault location hypotheses on the basis of signals, generated by network elements by oneself and sent to management centers.

 The second ones are Active approaches, which periodically check the state of the network elements, whether they are correct or not.

2.1:Passive fault localization techniques:

· Artificial intelligent (AI) methods

· Fault propagation methods

2.1.1: Artificial intelligent techniques for fault localization.
2.1.1.1: Model-based systems

Model-based systems construct an abstract model of the network. The model represents the network topology and is able to generate predictions of the normal behavior of the system. These predictions are compared with network observations and used for obtaining fault hypotheses. Depending of the kind of model, different approaches can be used: deterministic, probabilistic, temporal, finite state machines, etc. The advantages of these systems are that they are able to cope with incomplete information and with unforeseen failures. The drawback is the difficulty of developing good model for large networks and computation complexity.

2.1.1.2: Rule-based systems
Rule-based systems describe human expert knowledge in the form of decision rules, linking  logical description of the network state (rules conditions) with partial or final localization hypotheses (rules conclusions).These systems do not require profound understanding of the architectural and operational principles of the network, and can effectively take human expertise  into account. The disadvantages of rule-based systems are: the translation of human expertise into the set of rules, which cover all cases in an exhaustive manner is hard, and the need to search for all possible fault hypotheses slows down the global functioning of the system.

2.1.1.3: Case-based systems 

Case-based systems make their decisions based on experience and past situations. They try to acquire relevant knowledge of past cases and previously used solutions to propose solutions for new problems. If these solutions cannot be taken directly from the case-base and need special reasoning on the base of closely matched situations, case based systems are computationally complex. Their advantages are efficiency and speed when the submitted problem was previously solved, and on-line learning that allows storing newly solved cases. 

Some other AI techniques (neural networks, decision trees, etc.) are rarely used in these applications.

2.1.2: Fault propagation methods:

This family of techniques requires a priori specification of how a failure condition in one object is relevant to failure condition in other object.

2.1.2.1: Code-based techniques
Code-based techniques use causality graph model to describe the cause-and-effect relationships between network events. For each problem and each symptom a unique binary code is assigned, and fault propagation patterns are represented by a codebook. Fault localization is performed by finding a fault whose code is the closest match to the code of symptoms. For small systems this technique is very effective.
2.1.2.2: Dependency graph

Dependency graph is a directed graph whose nodes correspond to objects and whose edges denote the fact that a fault in starting object may cause a fault in ending object. Probabilities may be assigned to nodes and edges, describing uncertain relationships and events. Comparing a state of the graph with known state of the network one can find the source of fault symptoms.

2.2: Active fault localization techniques:
Active fault localization techniques construct managing tools which, instead of waiting for symptoms from the network, ask objects about their state and parameters. These techniques are not as popular as passive approaches but in some cases they may be very useful and therefore deserve attention.

2.2.1: Intelligent agents are simply software processes that live on every managed node, collecting, forwarding and setting management information, either at predefined intervals or when requested to by management station.

2.2.2: Monitoring technique locates in some network nodes the computers (monitors) which are guaranteed by self-testing. Each monitor tests the adjacent nodes and links, and sends results of testing to the management station. Proper number of monitors can cover all nodes and links in the network. More advanced technique starts from only one monitor. Its adjacent nodes that pass the tests can became new monitors, then test their non-tested adjacent nodes and connected links, and so on.

2.2.3: Probing technique 

Probing technique use an active measurement approach, called probing. Fault localization attempts to determine the state of the system from the probe results, so effectiveness of localization depends on the number of probes and their paths.

CHAPTER 3: PROBING TECHNIQUE

Probing technique use an active measurement approach, called probing. Fault localization attempts to determine the state of the system from the probe results, so effectiveness of localization depends on the number of probes and their paths.

Probing technique use an active measurement approach, called probing. A probe is a program that executes on a particular machine (called a probe station) by sending a command or transaction to a server or network element, and measuring the response. The objects represented by nodes may be physical entities such as routers, servers and links, or logical entities such as software components, database tables, etc. It is assumed that each node of the tested network can be either up", functioning correctly, or down", not functioning correctly. A probe either succeeds or fails: if it succeeds, then every object it tests is up; it fails if any of the objects it tests are down. 

3.1: What is probe?

Probes are test transactions that can be actively selected and sent through the network.

A probe is a program that executes on a particular machine (called a probe station) by sending a command or transaction to a server or network element, and measuring the response.

3.2: Various types of probes

 3.2.1:1-packet: 

 One packet methods are based on the assumption that the transmission delay grows linearly with    the packet size.
3.2.2: Packet pair:

These methods are based on spacing effect of the bottleneck link. They use the minimum inter- 
departure time of consecutive packets sent back-to-back on a link to estimate the bottleneck bandwidth.

3.2.3: Packet train:

 A sequence of packet pairs is called packet train. Different methods vary in their use of packet trains based on how the packet pair gaps are controlled by the sender.

· Methods using packet train

Packet tailgating: 

This method uses packet trains consisting of large packets interleaved with small tailgating packets. Probe packets temporarily induce network congestion if and only if the probing bit rate exceeds the available bandwidth on the path, thus increasing queuing delay significantly. The minimum probing bit rate that causes network congestion hence gives an estimate of available bandwidth.

Hybrid methods: 

These methods exploit both the 1- packet and packet-pair effects, e.g., Packet Quartet uses   packet quartet probe class where probes are replaced by probe and pacesetter pair. Different estimation methods are built on this framework based on delay variation and peak detection.

3.3: What is PROBING:

Probing is used in network monitoring in a variety of ways and for a variety of purposes. Probing is an information gathering approach, performed by using test transactions sent by a probe station to the nodes in the network under observation. The probe results are then analyzed to infer the state of the network. Network parameters and conditions can be inferred from probe results, e.g., the variance in delay, loss percentage etc.

Probing has been used in network monitoring applications broadly in two ways:

3.3.1: Preplanned probing: 

It involves offline selection of a set of probes. These probes are periodically sent out in the network. This is followed by a passive data mining approach to infer the network state by analyzing the probe results. This approach generates a large amount of management traffic, a large part of which might be wasteful. Another significant drawback in this approach is the involved difficulty in envisaging all possible problems and generating a probe set for it. Also as the probes are sent at periodic intervals of time, the inference procedure can involve a delay. The involved delay can cause a certain degree of inaccuracy in the network state inferred from the probe results. Preplanned probing, however, imposes less overhead on the manager for selecting probes. 

3.3.2: Active probing: 

It adapts the probing strategy to the observed network state. Instead of sending probes for locating all potential problems in the network, it sends a minimal number of probes initially and then adapts the probe set to the observed network state. The probe stations then send probes that provide most information gain. Active probing can be used to generate efficient fault localization solutions. As compared to traditional fault localization, active probing based solutions impose lesser fault management traffic and lesser delay in the fault diagnosis process.

Active probing solutions for performing fault localization involve three main steps: probe station selection, problem detection, and problem determination.
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      Figure 2 shows the architecture for an active probing system for fault localization.
This system consists of 3 main components: probe station selection, problem detection, and problem determination. 

Probe station selection module selects the best locations to deploy the probe stations using the available dependency model information about the network routes. Based on the selected probe stations, a set of available probes from these probe stations are identified.

 Problem detection component selects the smallest set of probes from the available probes, which can be used to detect a failure in the managed network. Problem detection module triggers problem determination when a failure is detected.

Problem determination module infers the network state from the observed probe results and the probe’s dependency information. It then selects additional probes online to obtain more information. It repeats this process of analysis and selection till the fault localization is complete.

Fault localization using active probing involves two steps:

Problem detection and problem determination. 

Problem detection:

 During problem detection, probe stations periodically probe the network by sending a pre-selected set of probes. Probe results are analyzed to detect the presence of a fault or performance problem. The pre-selection of probe set for problem detection can be done offline. As these probes are run periodically even when the network is healthy, the probe set should be minimized to impose minimum network management traffic, but still be able to detect all possible problems in the network.

Problem determination: 

Once some problem is detected by the initial probe set, probe results are analyzed to infer the most probable explanation of the observed probe results. These probe results only provide an indication of some failure in the network, but may not be able to locate the exact cause of failure. Thus observing the probe results, new probes are selected online to obtain more information for performing problem determination. These probes are selected to minimize the time required to diagnose the fault while keeping the extra traffic as low as possible. Moreover the probe selection is done online  to select the best set of probes that can give most information for the problem determination process.

3.4: Developing active probing solutions involves three main steps
1. Selecting probe stations

2. Selecting probe set for problem detection

3. Selecting probe set for problem determination

3.4.1: SELECTING PROBE STATIONS

3.4.1.1: Factors that contribute to the overall decision making of probe station selection:

3.4.1.1.1: Nature of targeted failures: 

Probe station selection depends on the nature of faults that need to be diagnosed. Assuming a connected network, to detect a single node failure, a single probe station can be sufficient. However in the same network, to detect an edge failure, we might need more than one probe station because, while the probe paths from a single probe station though can reach all other nodes, they might not cover all the edges. For instance, consider the network shown in Figure 2. Consider node 1 to be a probe station. The bold lines form a spanning tree rooted at node 1 and show routes used by probes transmitted from node 1 to all other nodes in the network. Probe station 1 can detect any single node failure in this network. However, it can detect failure of only those links that are used in reaching the other nodes in the network, i.e., the links shown in bold.

3.4.1.1.2: Maximum number of failures: 

The assumption of maximum number of faults that need to be detected in a network is an important factor in selecting the probe stations. In a connected network, a single node failure can be detected by just one probe station. However a single probe station might not be sufficient to 
detect two faults, if both faults occur on the same probe path. For instance, in Figure 2 with node 1 as the only probe station, consider a scenario where nodes 3 and 8 fail. This results in failure of probes from node 1 to nodes 3, 8, and 9. Probe station 1 can only infer failure of node 3 but cannot make any inference about the health of nodes 8 and 9. 

Considering the extreme case where all nodes’ failure needs to be detected, the probe stations then need to be placed at the vertex cover of the graph formed from the network topology. In that case, all nodes will be one hop away from some probe station, making the closest probe station detect that node’s health. 
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                                Figure 3: An example network with node 1 as probe station.
 The bold lines show the links used by node 1 to reach other nodes in the network. 

3.4.1.1.3: Probe station failure:  

The problem becomes even more challenging when the probe station failure is taken into consideration. In case of probe station failure, probe stations must be chosen to provide the ability to detect such failures and make another probe station perform the job of the failed probe station.

3.4.1.1.4:  Topological constraints: 

Another important criterion involved in probe station selection is the topological constraint. The nodes with less connectivity need special treatment. Special topology structures like chains and rings also demand specific probe station placement requirements. One approach to simplify this problem could be to devise a solution by reducing the network into smaller sub-networks connected by such specific network structures like rings, chains, leaves etc.

 3.4.1.1.5: Static vs. dynamic probe station instantiations: 

The probe station selection criteria differ if a probe station location can be selected actively based on current diagnosis requirements. As opposed to static probe station selection, this approach provides more flexibility, but deploying probe stations dynamically on any node might not be possible at all places in the network. 

3.4.1.1.6:  Nature of routes: 

Probe station selection is also affected by the nature of routes taken by probes. Considering source routing, a node can probe another node through multiple routes which enhances its probing capacity. The symmetric or asymmetric nature of routes also provides additional information of the probing capacity of the probes. Special care needs to be taken in the presence of loops. If the routes dynamically change, due to load-balancers, source routing, mobility etc., the probe station might not be able to detect the same faults in the changed routing conditions.  

3.4.1.1.7: Dependency information:
 The amount of routing information available for decision making poses some other practical problems in probe station selection. The accuracy and confidence in the information is expressed through the dependency model. Based on the information available this model could be deterministic or probabilistic. It can be complete or incomplete. More over based on the nature of the network, the model might change with time. Changes can occur due to route changes or because of availability of more precise information. 

3.4.2: PROBE SET SELECTION

Probes need to be selected such that they should not impose significant network traffic. However for providing uninterrupted services, it is desirable to localize the fault as quickly as possible so that healing measures can be deployed. The probe selection process relies on the information available about the paths taken by the probes. This information is gathered by route discovery agents and is stored in a dependency model. The dependency model represents the dependency relationships between probe paths and the managed network components that it probes.
 The nature of this dependency information affects the probe selection decision: 

3.4.2.1: Deterministic or Probabilistic dependency model:

 The confidence in the information about the path taken by probes determines the confidence in detecting the possible problem and further localizing the exact failure. Thus if the model is deterministic, the probe set selection process is easier than when the model is probabilistic. With a probabilistic model, in the absence of any deterministic information about the probe paths, the probe set which is most probable to detect the network fault is selected. 

3.4.2.2: Fixed-Variable dependency model: 

Various network conditions, e.g. load-balancers, mobility, source routing etc., can cause a change in the routes taken by probes. Moreover new nodes may enter and old nodes may get removed from the managed domain. The probe selection algorithm then needs to be made adaptive to these changes. 

3.4.2.3: Completeness and accuracy of dependencies: 

Another important factor that needs attention is the Completeness and accuracy of the dependency model. At times route discovery agents might not be able to fetch the compete routes. Moreover in a dynamic environment, the routes may change, bringing an inconsistency between the routes in the dependency model and the actual routes. Different measures can be taken to deal with possibly inconsistent and incomplete routes. For instance, a certain degree of redundancy can be introduced by having multiple probes or probe stations to probe the same node. Another measure could be to associate belief values to the inferred hypothesis and reach conclusion only after significant confidence is obtained. Performing a regular update of the dependency model can also improve the accuracy of the problem determination solution.
3.4.3: Selecting Probe Set for Problem Detection

The problem of probe selection for problem detection involves selecting a minimal set of probes that can detect health of all managed components. These probes may not be able to pin-point the exact cause of the failure but should be able to detect the occurrence of some failure. The problem of selecting minimum probe set for problem detection is similar to the set cover problem, where components probed by each probe form a set. The goal is to come up with a minimum number of sets that cover all the nodes. The set cover problem is NP-Hard. Moreover it can not be approximated well. The execution time of the optimal algorithm to select minimum probes by analyzing all possible combinations increases exponentially with increase in network size. 

Thus there is a need to develop efficient solutions to find minimal probe set that is close to optimal and that executes in reasonable time. Such algorithm for probe set selection can be designed using heuristics. 

Heuristics can be designed to compute the information gain from selection of a probe. Various

measures can be used to compute the information gain, e.g. count of un-probed nodes that are probed by a probe. Information of the topology structure and the routes can also be exploited. E.g., certain nodes in the network are probed by very few probes. Since probe selection to probe such nodes needs to be done from a very limited probe space, it should be done before other nodes that have larger probe search space. 

In case of a single probe station, consider a spanning tree with the probe station as the root and here the branches describe the routes taken by probes. One approach to probe selection to cover all nodes in the network could be to send probes from the probe station to the nodes that lie on 
the leaves of the spanning tree. However with multiple probe stations, this strategy might be wasteful as it might probe same nodes multiple times in the region where the two spanning trees overlap. 

3.4.4: Selecting Probe Set for Problem Determination

The problem determination process is invoked when any of the probes among the probe set for  problem detection fails. This failure gives an indication of some fault in the network. However the probe set for problem detection does not have sufficient diagnostic power to localize the fault. Thus during the process of problem determination, additional probes are selected online, based on the analysis of previous probe results. The probe set selection is done actively and with the goal of minimizing the fault localization time. Moreover as the probe selection is done online, it should not take long time for selection.

CHAPTER 4: IMPROVE PROBING        


As networks continue to grow in size and complexity, system administrators are faced with an ever-increasing volume of event data, and tasks such as fault localization and problem determination become more difficult. As a result, tools are needed that can assist in performing these management tasks by responding quickly and accurately to the large number of events and alarms that are usually generated by even a single fault. Probing offers the opportunity to develop an approach to problem determination that is more active than traditional event correlation and other methods. A probe is a program that executes on a particular machine (called a probing station) by sending a command or transaction to a server or network element

and measuring the response. Probing technology is widely used to measure the quality of network performance, often motivated by the requirements of service-level-agreements.
To use probes, probing stations must first be selected at one or more locations in the network. Then the probes must be configured – it must be decided which network elements to target and which station each probe should originate from. Both probe stations and probes impose a cost – probe stations because the probing code must be installed, operated, and maintained, probes because of the additional network load that their use entails and because the probe results must be collected, stored and analyzed. There is a tradeoff between these costs, since having more probe stations allows fewer probes to be used. Identifying these costs is of considerable interest for probing practitioners.
4.1. Approach
4.1.1. Problem Formulation:

Finding the minimal set of probes requires answering the following questions: (1) Which probes are available as “candidates” for use in a network? (2) Which faults can be successfully identified by a given set of probes? (3) What is the smallest number of probes that can identify the same collection of faults as a given set? Suppose the network has n nodes. Each probe is 
represented as a binary string of length n, where a 1 in position j denotes that the probe passes through node Nj. This defines a dependency matrix D(i,j), where D(i,j)=1 if probe Pi passes through node Nj, D(i,j)=0 otherwise. D is an r-by-n matrix, where r is the number of probes. 

For example, consider the network in Figure 1. Suppose one probe is sent along the path N1->N2->N5 while another is sent along the path N1->N3->N6. The resulting dependency matrix is shown to the right of the network (probes are indexed by their start and end nodes).
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                        Figure 4: An Example Network and Dependency Matrix
Each probe that is sent out either returns successfully or fails to do so. If a probe is successful, then every node and link along its path must be up. Conversely, if a node or link is down then any probe passing through that node or link fails to return. Thus r probes result in a “signal” – a binary string of length r, each digit denoting whether or not that probe returned successfully. For example, if only N2 is down then P15 fails but P16 succeeds. Similarly if only N5 is down then P15 fails but P16 succeeds. Thus these two failures result in the same signal, because their columns in the dependency matrix are identical. Any problem whose column in the dependency matrix is unique generates a unique signal and as a result can be unambiguously diagnosed.

We begin by considering the situation where only one node in the network can fail at any given  time. 

In Figure 4, examining the columns of the dependency matrix shows that that a failure in node N1 can be uniquely diagnosed, because both probes fail and no other single node failure results in the same signal;
N1’s column in the dependency matrix is unique. However, as explained above, a failure in N2 cannot be distinguished from a failure in N5, and similarly a failure in N3 cannot be distinguished from a failure in N6. Although N4’s column is unique, a failure in N4 cannot be distinguished from no failure anywhere in the network, because there is no probe passing through N4. Adding an extra “node” whose column is all zeroes, representing no failure, avoids this technicality.

Thus a dependency matrix decomposes the network into a disjoint collection of nodes, where each group consists of the nodes whose columns are identical; i.e. each group contains those nodes whose failure cannot be distinguished from one another by the given set of probes. This defines the diagnostic power of a set of probes.
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                                                  Figure 5. System Architecture
4.2. Implementation

4.2.1. Determining the Initial Probe Set

We begin by selecting from the n nodes a subset of k nodes as the probe stations. In this work we do not address the question of how to s elect the probe stations, since they usually cannot be chosen to optimize the probing strategy; other considerations, such as gaining access to the machines, may be more important for choosing probe stations.

A probe can be sent to any node from any probe station. Thus the candidate set of probes could 
theoretically contain a probe for every possible route between every probe station and every node. In practice it cannot be guaranteed that a probe follows a particular path through the network, and thus routing strategies restrict the set of available probes; for example a probe may follow the shortest (i.e. least-cost) path through the network. This creates a candidate set of probes of size r=O(n)1; note that this set is sufficient to diagnose any single node being down because one can simply use one probe station and send a probe to every node.

As an example, in Figure 3, with N1 and N4 as probe stations, and weights of 1 on each link, the candidate probes in the case of shortest path routing are: 
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                                     Figure 6: Initial Probe Set
5.2.2. Determining the Diagnostic Power of a Set of Probes
Given a dependency matrix, the decomposition places all problems with the same column into the same group. Thus a naïve approach would compare each column with every other column. We can do better by proceeding row-by-row and computing the decomposition incrementally. The key is that adding a row (i.e. a probe) always results in a more extensive decomposition, because nodes in distinct groups remain distinguishable; an additional probe can only have the effect of distinguishing previously indistinguishable nodes. 
 To avoid repetitions, probes need only be considered from probe station i to probe station j if j>i. Thus the size of the initial probe set is actually exactly kn-k(k+1)/2.
 P1 5 1 1 0 0 1 0 0

 P1 6 1 0 1 0 0 1 0 
Decomposition={{1}, {2,5}, {3,6}, {4,7}}

Suppose we add the probe N4->N3->N2, giving the following dependency matrix:

N1 N2 N3 N4 N5 N6 N7

P15 1 1 0 0 1 0 0

P16 1 0 1 0 0 1 0

P42 0 1 1 1 0 0 0
 Decomposition={{1}, {2}, {3}, {4}, {5}, {6}, {7}}

Since each column is unique, any single node failure among the 6 nodes can be uniquely diagnosed; for example a failure in N3 is the only possible cause of probe P15 succeeding and probes P16 and P42 failing. Note that P42 achieved this decomposition by going through exactly 
one of the nodes in each group of the previous decomposition – it passed through N2 but not N5, through N3 but not N6, through N4 (but not N7 –no probe can pass through N7 because it represents no failure anywhere in the network and doesn’t actually exist as a node).

We should point out that if N1 were the only probe station, so that the initial probe set was restricted to only the first five probes given in Figure 3, no set of three probes could diagnose every single node failure. Having N4 available as a second probe station helps to reduce the number of probes needed. Each additional probe decomposes every group of the current decomposition into two subgroups depending on which nodes the probe passes through. This process is repeated for each probe – each of the nodes remains grouped with precisely those nodes it has not yet been distinguished from. The algorithm, shown in Figure 4, terminates with the complete decomposition after considering each probe only once. 
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As an illustrative example, consider the three probes shown above. Let S0 ={{1,2, …,7}} be the initial decomposition. The first probe, P15, passes through nodes N1, N2, and N5, inducing the decomposition S1={{1, 2, 5}, {3, 4, 6, 7}}. Now consider the second probe, P16, which passes through N1, N3 and N6. The next decomposition is computed by traversing each group in S1, creating sub-groups for those nodes which P16 does and does not pass through; this yields S2={{1}, {2,5}, {3,6}, {4,7}}. Now traverse S2 with the third probe, P42, (passing through N2, N3 and N4) yielding S3={{1},{2},{3},{4},{5},{6},{7}}. The successive decompositions can be efficiently computed using linked lists.
4.2.3. Finding the Minimal Set of Probes

We now investigate the question of finding the minimal set of probes that has the same diagnostic power as a given set. For example, we have seen that the initial set of nine probes for the six-node network in Figure 3 has a subset of only three probes that suffices to diagnose any single node being down. Clearly the minimal set of probes may not be unique, although the minimal number of probes is. In general, one probe station and n probes are needed to locate any single down node, because a probe can be sent to every node. However in many situations far fewer probes may suffice. Because r probes generate 2r possible signals (one of which corresponds to the case that there is no failure), in the ideal situation only log(n)+1 probes are needed to locate a single failure in any of n nodes. However this is only achievable if all the necessary links exist in the network and it is possible to guarantee that a probe follows a pre-specified path. In the case of shortest-path routing with an arbitrary network structure, the minimal number of probes may lie anywhere between log(n)+1 and n; the exact value depends on the network structure and the location of the probe stations . We expect that the size of the minimal set should decrease as more probe stations are added – this is confirmed in Section 4.

We examine three algorithms for finding the minimal probe set: an exponential time exhaustive search and two approximation algorithms – one requiring linear time and the other quadratic time. Estimation of their computational complexity ignores sub-processes that are common to them all, for example, finding the shortest paths in the network, and determining the diagnostic power of a probe set.

The minimal set can of course be found by exhaustive search.

Exhaustive Search

Subtractive Search

Additive (Greedy) Search
4.3. Approach proposed here tries to improve probing by:

  Partitions for probe selection. 
  Detection of probing results. 

 Adaptive probing.
CONCLUSION:

Fault localization, a central aspect of network fault management, is a process of deducing the exact source of a failure from a set of observed failure indications. It has been a focus of research activity since the advent of modern communication systems, which produced numerous faults
localization techniques. Out of which Probing is an effective technique. However, as communication systems evolved becoming more complex and offering new capabilities, the requirements imposed on fault localization techniques have changed as well. It is fair to say that despite this research effort, fault localization in complex communication system remains an open research problem.
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