CHAPTER 1
INTRODUCTION
[bookmark: _Toc474495066]1.1 Face Recognition
Face recognition is a part of a wide area of pattern recognition technology. Recognition and especially face recognition covers a range of activities from many walks of life. Face recognition is something that humans are particularly good at and science and technology have brought many similar tasks to us. Face recognition in general and the recognition of moving people in natural scenes in particular, require a set of visual tasks to be performed robustly. That process includes mainly three-task acquisition, normalisation and recognition. By the term acquisition we mean the detection and tracking of face-like image patches in a dynamic scene. Normalisation is the segmentation, alignment and normalisation of the face images, and finally recognition that is the representation and modelling of face images as identities, and the association of novel face images with known models.
                  In today's networked world, the need to maintain the security of information or physical property is becoming both increasingly important and increasingly difficult. From time to time we hear about the crimes of credit card fraud, computer breakin'sby hackers, or security breaches in a company or government building. In the year 1998, sophisticated cyber crooks caused well over US $100 million in losses (Reuters, 1999). In most of these crimes, the criminals were taking advantage of a fundamental flaw in the conventional access control systems: the systems do not grant access by "who we are", but by "What we have", such as ID cards, keys, passwords, PIN numbers, or mother's maiden name. None of these means are really defining us. Rather, they merely are means to authenticate us. It goes without saying that if someone steals, duplicates, or acquires these identity means, he or she will be able to access our data or our personal property any time they want. Recently, technology became available to allow verification of "true" individual identity. This technology is based in a field called "biometrics". Biometric access control are automated methods of verifying or recognizing the identity of a living person on the basis of some physiological characteristics, such as fingerprints or facial features, or some aspects of the person's behaviour, like his/her handwriting style or keystroke patterns. Since biometric systems identify a person by biological characteristics, they are difficult to forge. Among the various biometric ID methods, the physiological methods (fingerprint, face, DNA) are more stable than methods in behavioural category (keystroke, voice print). The reason is that physiological features are often non-alterable except by severe injury. The behavioural patterns, on the other hand, may fluctuate due to stress, fatigue, or illness. However, behavioural IDs have the advantage of being no intrusiveness. People are more comfortable signing their names or speaking to a microphone than placing their eyes before a scanner or giving a drop of blood for DNA sequencing.
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FIGURE 1.1
AN EXAMPLE OF FACE RECOGNITION TECHNOLOGY
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 FIGURE 1.2 OVERVIEW OF  FACE RECOGNITION
[bookmark: _Toc474495067]
1.2 Why Face Recognition? 
Given the requirement for determining people's identity, the obvious question is what technology is best suited to supply this information? The are many ways that humans can identify each other, and so is for machines. There are many different identification technologies available, many of which have been in commercial use for years. The most common person verification and identification methods today are Password/PIN known as Personal Identification Number, systems. The problem with that or other similar techniques is that they are not unique, and is possible for somebody to forget loose or even have it stolen for somebody else. In order to overcome these problems there has developed considerable interest in "biometrics" identification systems, which use pattern recognition techniques to identify people using their characteristics. Some of those methods are fingerprints and retina and iris recognition. Though these techniques are not easy to use. For example in bank transactions and entry into secure areas, such technologies have the disadvantage that they are intrusive both physically and socially. The user must position the body relative to the sensor, and then pause for a second to declare himself or herself. That doesn’t mean that face recognition doesn’t need specific positioning. As we are going to analyse later on the poses and the appearance of the image taken is very important. 
                                   While the pause and present interaction are useful in high-security, they are exactly the opposite of what is required when building a store that recognise its best customers, or an information kiosk that remembers you, or a house that knows the people who live there. Face recognition from video and voice recognition have a natural place in these next generation smart environments, they are unobtrusive, are usually passive, do not restrict user movement, and are now both low power and inexpensive. Perhaps most important, however, is that humans identify other people by their face and voice, therefore are likely to be comfortable with systems that use face and voice recognition. 
 



CHAPTER 2
HISTORY
Face recognition rises from the moment that machine started to become more and more "intelligent" and had the advance of fill in, correct or help the lack of human abilities and senses. The subject of face recognition is as old as computer vision and both because of the practical importance of the topic and theoretical interest from cognitive science. Face recognition is not the only method of recognising other people. Even humans between each other use senses in order to recognise others. Machines have a wider range for recognition purposes, which use thinks such as fingerprints, or iris scans. Despite the fact that these methods of identification can be more accurate, face recognition has always remains a major focus of research because of its non-invasive nature and because it is people's primary method of person identification. Since the start of that field of technology there were two main approaches. The two main approaches to face recognition are 
· Geometrical approach 
· Pictorial approach. 
The geometrical approach uses the spatial configuration of facial features. That means that the main geometrical features of the face such as the eyes, nose and mouth are first located and then faces are classified on the basis of various geometrical distances and angles between features. On the other hand, the pictorial approach uses templates of the facial features. That method is using the templates of the major facial features and entire face to perform recognition on frontal views of faces. Many of the projects that were based on those two approaches have some common extensions that handle different pose backgrounds. Apart from these two techniques we have other recent template-based approaches, which form templates from the image gradient, and the principal component analysis approach, which can be read as a sub-optimal template approach. Finally we have the deformable template approach that combines elements of both the pictorial and feature geometry approaches and has been applied to faces at varying pose and expression. 
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FIGURE 2.1
Since the early start of face recognition there is a strong relation and connection with the science of neural networks. Neural networks are going to be analyses in more detail later on The most famous early example of a face recognition "system", using neural networks is the Kohonen model. That system was a simple neural network that was able to perform face recognition for aligned and normalised face images. The type of network he employed computed a face description by approximating the eigenvectors of the face image's auto-correlation matrix; these eigenvectors are now known as "Eigen faces". 
                  After that there were more other methods that where developed based on older techniques. If we want to summarise the methods that the "idea" of face recognition is based we have a geometrical approach or pictorial approach, and after that we have methods like Eigen faces, Principal Component Analysis, or other methods that process images in combination with neural networks or other expert systems.In the recognition stage, the input is compared against all selected model views of each person. To compare the input against a particular model view, the face is first geometrically aligned with the model view. An affine transform is applied to the input to bring the facial features automatically located by the system into correspondence with the same features on the model. A technique based on the optical flow between the transformed input and the model is used to compensate for any remaining small transformation between the two. Templates from the model are then compared with the image using normalised correlation. Both the model and input images are pre-processed with a differential operator such the ones mentioned just above. In the future, we plan to address the problem of recognising faces when only one view of the face is available. The key to making this work will be an example-based learning system that uses multiple images of prototype faces undergoing changes in pose to learn, with the help of neural networks. The system will apply this knowledge to synthesise new virtual views of the person's face. 
[bookmark: _Toc474495069]2.1 The present
With the rapid evolution of the technology and the commercialisation of technological achievements, face recognition became more and more popular, not only for research but also for the use of security systems.
That gave the motive to many researchers, and also companies in order to develop techniques for automatically recognising faces that would find many applications, including security and human-computer interaction. For instance, a face recognising machine could allow automated access control for buildings or enable a computer to recognise the person sitting at the console. Most existing face recognition systems, however, work only for frontal or nearly frontal images of faces. By recognising faces under varying pose, one makes the conditions under which face recognition systems operate less rigid. 
 
[bookmark: _Toc474495070]2.3 Face recognition and Face detection.
As mentioned above face recognition is a technique of recognising faces but it is not necessary to "freeze" the user in order to take a picture. Though there is a problem with recognising faces when the pose of the face is different, but in particular, there is a limit on face rotations in depth, which include left and right and up and down rotations. Face recognition itself is difficult because it is a fine discrimination task among similar objects, once we can find faces, which are quite similar. Adding pose variation naturally makes the problem more difficult. This is because the appearance of a person's face changes under rotation since the face has a complex 3D structure. 
At this point we have to distinguish face recognition for face detection. Many people thing that these two terms are the same. Thought even they have many similar techniques, are based on the same idea and algorithms, are two different, systems. The main difference is the fact that face recognition is detecting faces and search through a dataset in order to find an exact match but on the other have face detection is looking for any match and as soon as one is found then the search stops. 
This task of face recognition seems to be sequential and have traditionally often been treated as such. However, it is both computationally and psychophysically more appropriate to consider them as a set of co-operative visual modules with closed-loop feedback. In order to realise such a system, an integrated approach has been adopted which will perform acquisition, normalisation and recognition in a coherent way. Images of a dynamic scene are processed in real-time to acquire normalise and aligned face sequences. In essence, this process is a closed-loop module that includes the computation and fusion of three different visual cues: motion, colour and face appearance models. Face tracking based upon motion and a face appearance model has been addressed in greater detail elsewhere. 
The visual cue of colour is important but most of the face recognition algorithms, and also the one used for the project, are not really concerned about it. This project focuses upon person identification within such a framework. Complementary to recognition, appearance-based mechanisms for real-time face pose estimation have been developed which can be used to improve the robustness of detection and alignment.
In general much research effort has been concentrated on face recognition tasks in which only a single image or at most a few images of each person are available. A major concern has been scalability to large databases containing thousands of people. However, large intra-subject variability casts doubt upon the possibility of scaling face recognition, at least in this form, to very large. Databases are mentioned in detail in another part of the report. 
The tasks of face recognition mostly require recognition to be performed using sequences acquired and normalise automatically in poorly constrained dynamic scenes. These are characterised by low resolution, large-scale changes, variable illumination and occasionally inaccurate cropping and alignment. Recognition based upon isolated images of this kind is highly inconsistent and unreliable. However, accumulating recognition scores over time can compensate the poor quality of the data. 
Face recognition is an active research area involving different fields such as physics, psychology, biology, mathematics, computer science and several others. A wide range of problems has been approached, resulting in many interesting applications. In the research presented here, we look at one of the core problems in a face identification system. 




















CHAPTER 3
COMPONENTS

3.1 Abstract
We present a method for automatically learning setoff discriminatory facial components for face recognition. The algorithm performs an iterative growing of components starting with small initial components located around preselected points in the face. The direction of growing is determined by the gradient of the cross-validation error of the component classier. In experiments we analyse how the shape of the components and their discriminatory power changes across different individuals and views.

a. An automated mechanism that scans and captures a digital or an analog image of a living personal characteristics.(enrolment module) 
b. Another entity which handles compression, processing, storage and compression of the captured data with stored data (database) 
c. The third interfaces with the application system ( identification module).


3.2 Introduction of component
In component-based face recognition the classi_cationis based on local components as opposed to the global approach where the whole face pattern is fed into a single classier. The main idea behind using components is to compensate for pose changes by allowing a _exile geometrical relation between the components in the classi_cation stage. In addition, component-based recognition is more robust against local changes in the image pattern caused by partial occlusion or shadows. In [3] face recognition was performed by independently matching templates of the eyes, the nose and the mouth. A similar approach with an additional alignment stage was proposed in [1]. In [7] recognition was based on Gabor wavelet coefficients that were computed on the nodes of a 2D elastic graph. A comparison between global and component-based face recognition systems using Support Vector Machines (SVM) was published in [4]. The main difficulty in component-based object recognition is the selection of the components, i.e. how to _nd discriminatory that allows to distinguish a particular object from other objects. In previous work [5] we introduced an algorithm that learns rectangular facial components for a face detection system. The algorithm starts with small initial components located around preselected points on the face. Each component is grown iteratively; the direction of growing is controlled by an SVM error bound of the component classi_er. In the present paper we extend this method to the multi-class problem of face recognition and replace the error bound by the cross-validation error. Not only should the cross-validation error give us a better estimate of the prediction error it also makes the technique applicable to other types of classier besides SVMs. For every person in the training database we determine posespeci_c sets of components. In our experiments we investigate how the learned components change across individuals and poses. This information might be relevant for a wide variety of face recognition and veri_cation systems. The outline of the paper is as follows: The image data is described in Section 2. In Section 3 we explain the method for learning components. Section 4 contains the experimental results and the discussion. Section 5 concludes the paper.
3.3 Face Data

Our method for learning components requires the extraction of corresponding components from a large number of training images. To automate the extraction process we used a set of textured 3D head models with known point-wise correspondences. The 3D head models were computed from image triplets (front, half problem, problem view) of six subjects using the morph able model approach described in [2]. Fig.3.1 shows an original image and a rendered image of each of the six subjects in the database. Approximately 10,900 synthetic faces were generated at a resolution of 58_58 by rendering the six 3D face models under varying pose and illumination. The faces were rotated in depth from 0_ to 44_ in 2_ increments. They were illuminated by ambient light and a single directional light pointing towards the centre of the face. The directional light source was positioned between 􀀀90_ and 90_ in azimuth and between 0_ and 75_ in elevation. Its angular position was incremented by 15_ in both directions. Example images with different pose and illumination settings are shown in Fig3.2. To build the cross-validation set we rendered the 3D head models for slightly different viewpoints and illumination conditions. The faces were rotated in depth from 1_ to 45_ in 2_ steps. The position of the directional light source varied between 􀀀112:5_ and 97:5_ in azimuth and between 􀀀22:5_ and 67:5_ in elevation. Its angular position was incremented by 30_ in both directions. In addition, each face was tilted by _10_ and rotated in the image plane by _5_ . The validation set included about 18,200 face images, some
examples are shown in Fig. 3.3
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Figure 3.1 Original images and synthetic images for all six subjects in the database. The face images are arranged according to the ID numbers, starting with person 1 in the upper left corner and ending with person 6 in the lower right corner.
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Figure 3.2. Examples of synthetic faces from the training set. Upper row shows the variations In pose and the bottom row shows variations in lighting.
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Figure 3.3 Examples of synthetic faces from the cross-validation set. The faces in the cross-validation set were tilted by _10_ and rotated in the image plane by _5_


3.4. Learning Components

An intuitive choice of components for face recognition is the eyes, the nose and the mouth. However, it is not clear what exactly the size and shape of these components should be and whether there are other components which are equally important for recognition. Furthermore, we would like to quantify the discriminatory power of each component and analyse how the optimal set of components changes over pose and across different subjects. This can be accomplished by an algorithm for learning components which was developed in the context of face detection [5]. The algorithm starts with a small rectangular component located around a preselected point in the face (e.g. centre of the left eye). The component is extracted from each face image to build a training set. A component classi_er is trained according to the one-vs.-all strategy, i.e. the components of one person are trained against the components of all other people in the database. We then estimate the prediction error of each component classi_er by cross-validation. To do so, we extract the components from all images in the cross validation set based on the known locations of the reference points. Analogous to the training data, the positive crossvalidation set includes the components of one person and the negative set includes the components of all other people. After we determined the recognition rate on the cross validation set (CV rate) of the current component classi_er, we enlarge the component by expanding the rectangle by one pixel into one of four directions: up, down, left or right. Again, we generate training data, train an SVM and determine the CV rate. We do this for expansions into all four directions and _ally keep the expansion for which the CV rate increases the most. This process can be repeated for preselected number of expansion steps. We ran our experiments on fourteen components, most of them located in the vicinity of the eyes, nose and mouth.


3. 5 Experiments

The rotation in depth of the faces in the training and validation sets ranged from 0_ to 44_, with increments of 2_. We split the data into three subsets: [0_; 14_]; [16_; 30_] and[32_;44_], which in the following are referred to as pose intervals 1, 2, and 3, respectively. Each subset included about 630 training and 1060 validation images of each person. To speed-up computation, we randomly removed two thirds of the images in the cross-validation set, leaving around 350 images in each validation subset. For each person and each pose interval we trained a set of fourteen component classic-_errs, resulting in 252 component classiness overall. In a _rest experiment we determined the CV rate depending On the width and height of a symmetric component. Symmetric components are rectangular components which are cantered on a reference point, i.e. their expansions to the left and right are identical, as are the expansions up and down. The dependency on only two variables allows a 3D visualization of the CV rate. We computed the CV rate for SVMs with second-degree polynomial kernel for all sizes of a symmetric component between 5 _ 5 and 21 _ 21 pixels. As features we used the histogram-equalized grey values of the component patterns. Some results are depicted in Fig. 5. The _rest four rows show the CV rates for the components 2 (right eye), 3 (centre of the mouth), and 10 (right cheek) for pose interval 3 (32_ to 44_). The last two rows show how the CV rate of component 3 changes across the pose. The surfaces are relatively smooth with few local maxima. It can be expected that gradient-based methods, such as the one described in the previous Section, can be successfully applied to _ND the maxima. The diagrams also show that the CV rate for a given component strongly changes between subjects, indicating that person-special components yield better discrimination results than a universal set of components. Another important observation is that the results for a given component/subject combination vary over pose, which suggests the use of view-special components. In a second experiment we applied the algorithm described in Section 3 to learn a set of rectangular components. The initial size of our 14 components was set to 9_9 pixels. The number of iterations in the growing process was limited to 10, resulting in 10 components of different sizes and with different CV rates. Of the 10 components we selected the one with the maximum CV rate as our _nal choice. As for the previous experiment, we trained SVMs with a second-degree polynomial kernel on the histogram equalized gray values of the components. Fig. 6 shows the learned components across different subjects and views. The average intensity of the component encodes the CV rate, bright values indicate a high CV rate. The pictures show that the CV rates decrease with increasing rotation. This effect is more prominent for components on the left side of the face.the side to which the faces were rotated. than for components on the right side. For the given system, the optimal pose interval for recognizing faces is the near frontal interval, which is similar to results reported in psychophysical experiments on face recognition in humans [6]. The component 6, located on the tip of the nose, and the components 7 and 8 around the nostrils are relatively weak. Most likely because the image pattern around the nose strongly varies with changes in illumination and pose. It can also be seen that the shapes of the components change across subjects (for _axed pose) and across pose (for _xed subject). The bar diagrams with the CV rates arranged according to subjects and pose, respectively. Table 1 shows the ranking of the components according to the average CV rate and the standard deviations of the CV rate across pose and across subject. The top _ve components according to the ranking by the CV rate are the outer right brow, both eyes and the chin. The left eye is the only component among the top eight components, which is located on the left half of the face. The discrepancy between the CV rates for components on the right and left side of the face shows clearly for the brow components (11, 12), which are ranked _rest and ninth. Slightly unexpected, the mouth components 3, 4 and 5 are only ranked in the middle, despite the complete absence of variations in facial expression in our training and validation sets. Interestingly, the nose component has the smallest _ across the pose and
the largest _ across the subjects. We will conclude the discussion with a some remarks on the applicability of the results. Learning and ultimately using view- and person-special components for recognition is most relevant for applications where the database is relatively small, for example in a home or office environment. Especially for frication, looking at special facial features that distinguish a given person from other people in the database seems a sensible approach. The results about the relevance of various facial parts and their dependency on the pose might generalize to larger databases and therefore be useful to a broad spectrum of component-based recognition systems. A couple of issues relevant for building a recognition application were not addressed in this paper, e.g. the problem of locating a speci_c component in a face. We also did not investigate the robustness of components against changes in facial expression and changes in the appearance of person's face over time. These issues might be analysed using more sophisticated 3D morph able
Face models, which have the capability of modelling facial expression and aging. presented a method for automatically learning a set of discriminatory facial components for face recognition. The algorithm performed an iterative growing of components starting with small initial components located around preselected points in the face. The direction of growing was determined by the gradient of the cross-validation error of the component classiness. Experiments were conducted on images of six subjects which were split into three pose intervals ranging from 0_ to 44_ of rotation in depth. The results show that the shape of the learned components and their cross-validation error heavily depend on both the subject and the pose, suggesting the use of pose- and subjectspeci _c components for face recognition. Most components showed an increase of the cross-validation error with increasing rotation in depth. Averaged over all subjects and poses, the components around the eyes, the eyebrows and the chin performed the best while the component around the tip of the nose had the highest cross-validation error.
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Figure3 .4 the shapes of the learned components across pose intervals and across subjects. The brighter the component, the higher its CV rate. The subjects are arranged along the rows starting with person 1 in the _rest row. The columns represent the three pose intervals. From left to right: [0_ ; 14_]; [16_ ; 30_] and [32_; 44_].



The face recognition cycle starts with the capturing of an individual’s face (normally either by still cameras, surveillance cameras or captured pictures). Afterwards the captured image is manipulated using a combination of algorithms and neural network technology to match face prints against others stored in a populated back-end database. If a match is not made, or the face print is not identified the computer stores the image for future matches. In addition, the back-end database can be populated with images, such as potential terrorist, for future identification. One type of face recognition structure (created by T.Kohonen) uses a matrix to map the captured face [Choudhury, 2000]. This system “Eigen faces” takes eight points on the face and performs some algebraic manipulations to secure a match. Neural Networks is used to increase reliability and offer a accurate match. Another form of facial recognition is elastic graph matching which uses graphic algorithms to trace points for object recognition. The picture is captured by an imaging machine. Afterwards the captured image is mapped with exclusive [image: ]
Figure 3.5 Point node image

Points (nodes). The unique nodes are known as jetting. Next, a fiducially point is recorded. This form of face recognition is used today to make accurate facial matches. [Krueger, 1997] Currently, this technology is being implemented in parks, airports, arenas and other popular tourist locations. It was tested at Super Bowl XXXV and now being used full time in Tampa’s popular York City [Woodward, 2001]. The purpose of the face recognition technology used during the Super Bowl was to test the ability to capture convicted felons or potential terrorist. There were a few accurate identification; however, it had its flaws (See Rand pamphlet, 2001) many airports across the country are strategically planning to install face recognition technology at its security check points. Boston’s Logan Airport has installed Vision’s Face IT face recognition software on a 90 day trial. This technology will be the front line defence in preventing acts of terrorism, stopping wanted individuals from boarding aircrafts and capturing convicted felons. In addition, it will stop individuals out on bond from leaving the country. After a successful trial period, Logan Airport may decide to keep the technology installed for indefinite period.
                  This system will not only work well for possible terrorist, but it will be effective for missing persons, refugees, escapees, and any other individual defined by the system. In
addition, the system will be effective for authentication authorized personnel. Identity
theft will also be thwart by this system.













CHAPTER 4
 IMPLEMENTATION OF FACE RECOGNITION TECHNOLOGY
The implementation of face recognition technology includes the following four stages: 
· Data acquisition 
· Input processing 
· Face image classification and decision making
 
4.1 Data acquisition: 
The input can be recorded video of the speaker or a still image. A sample of 1 sec duration consists of a 25 frame video sequence. More than one camera can be used to produce a 3D representation of the face and to protect against the usage of photographs to gain unauthorized access. 

4.2 Input processing: 
A pre-processing module locates the eye position and takes care of the surrounding lighting condition and colour variance. First the presence of faces or face in a scene must be detected. Once the face is detected, it must be localized and Normalization process may be required to bring the dimensions of the live facial sample in alignment with the one on the template. Some facial recognition approaches use the whole face while others concentrate on facial components and/ or regions (such as lips, eyes etc.). The appearance of the face can change considerably during speech and due to facial expressions. In particular the mouth is subjected to fundamental changes but is also very important source for discriminating faces. So an approach to person’s recognition is developed based on patio- temporal modelling of features extracted from talking face. Models are trained specific to a person’s speech articulate and the way that the person speaks. Person identification is performed by tracking mouth movements of the talking face and by estimating the likelihood of each model of having generated the observed sequence of features. The model with the highest likelihood is chosen as the recognized person.
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Figure 4.1 Block diagram of processing

 



Synergetic computer are used to classify optical and audio features, respectively. A synergetic computer is a set of algorithm that simulates synergetic phenomena. In training phase the BIOID creates a prototype called face print for each person. A newly recorded pattern is pre-processed and compared with each face print stored in the database. As comparisons are made, the system assigns a value to the comparison using a scale of one to ten. If a score is above a predetermined threshold, a match is declared.  From the image of the face, a particular trait is extracted. It may measure various nodal points of the face like the distance between the eyes ,width of nose etc. it is fed to a synergetic computer which consists of algorithm to capture, process, compare the sample with the one stored in the database. We can also track the lip movement which is also fed to the synergetic computer. Observing the likelihood each of the samples with the one stored in the database we can accept or reject the sample.


CHAPTER 5

 HOW FACE RECOGNITION TECHNOLOGY WORK
Visions, company based in a New Jersey is one of the many developers of facial recognition technology. The twist to its particular software, Face it is that it can pick someone's face from the rest of the scene and compare it to a database full of stored images. In order for this software to work, it has to know what a basic face looks like. Facial recognition software is based on the ability to first recognize faces, which is a technological feat in itself.
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 Figure 5.1 A face recognition system
                      
 If you look at the mirror, you can see that your  face has certain distinguishable landmarks. These are the peaks and valleys that make up the different facial features. Visionicsdefines these  land marks as nodal points.  There are about 80 nodal points on a human face. Here are few nodal points that are measured by the software. 
distance between the eyes 

• Width of the nose 
• Depth of the eye socket 
• Cheekbones 
• Jaw line 
• chin 
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Figure 5.2 Face Matching System
              These nodal points are measured to create a numerical code, a string of numbers that represents a face in the database. This code is called face print. Only 14 to 22 nodal points are needed for faceit software to complete the recognition process.


CHAPTER 6
 SOFTWARE USING IN FACE RECOGNITION TECHNOLOGY
Facial recognition software falls into a larger group of technologies known as biometrics. Facial recognition methods may vary, but they generally involve a series of steps that serve to capture, analyse and compare your face to a database of stored images. Here is the basic process that is used by the Facet system to capture and compare images.
6.1 Detection 
When the system is attached to a video surveillance system, the recognition software searches the field of view of a video camera for faces. If there is a face in the view, it is detected within a fraction of a second. A multi-scale algorithm is used to search for faces in low resolution. (An algorithm is a program that provides a set of instructions to accomplish a specific task). The system switches to a high-resolution search only after a head-like shape is detected. 
6.2 Alignment 
Once a face is detected, the system determines the head's position, size and pose. A face needs to be turned at least 35 degrees toward the camera for the system to register it. 
6.3 Normalization 
The image of the head is scaled and rotated so that it can be registered and mapped into an appropriate size and pose. Normalization is performed regardless of the head's location and distance from the camera. Light does not impact the normalization process. 
6.4 Representation 
The system translates the facial data into a unique code. This coding process allows for easier comparison of the newly acquired facial data to stored facial data.


6.5 Matching 
The newly acquired facial data is compared to the stored data and (ideally) linked to at least one stored facial representation. The heart of the FaceIt facial recognition system is the Local Feature Analysis (LFA) algorithm. This is the mathematical technique the system uses to encode faces. The system maps the face and creates a face print, a unique numerical code for that face. Once the system has stored a face print, it can compare it to the thousands or millions of faceprints stored in a database. Each faceprint is stored as an 84-byte file. Using facial recognition software, police can zoom in with cameras and take a snapshot of a face. 
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Figure 6.1  
The system can match multiple faceprints at a rate of 60 million per minute from memory or 15 million per minute from hard disk. As comparisons are made, the system assigns a value to the comparison using a scale of one to 10. If a score is above a predetermined threshold, a match is declared. The operator then views the two photos that have been declared a match to be certain that the computer is accurate


CHAPTER 7
ADVANTAGES AND DISADVANTAGES
7.1 Advantages
a. There are many benefits to face recognition systems such as its continence and 
Social acceptability. All you need is your picture taken for it to work. 
b. Face recognition is easy to use and in many cases it can be performed without a 
Person even knowing. 
c. Face recognition is also one of the most inexpensive biometric in the market and 
Its price should continue to go down.
7.1.1 Why we choose face recognition over other biometric
There are number reasons to choose face recognition. This includes the following 
a. It requires no physical interaction on behalf of the user. 
b. It is accurate and allows for high enrolment and verification rates. 
c. It does not require an expert to interpret the comparison result. 
d. It can use your existing hardware infrastructure, existing camaras and image capture 
Devices will work with no problems 
e. It is the only biometric that allow you to perform passive identification in a one to. 
Many environments (e.g.: identifying a terrorist in a busy Airport terminal.
7.2 Disadvantage
a. Face recognition systems can’t tell the difference between identical twins
CHAPTER 8
APPLICATIONS
The natural use of face recognition technology is the replacement of PIN, physical tokens or both needed in automatic authorization or identification schemes. Additional uses are automation of human identification or role authentication in such cases where assistance of another human needed in verifying the ID cards and its beholder. 
There are numerous applications for face recognition technology: 
8.1 Government Use 
a. Law Enforcement: Minimizing victim trauma by narrowing mug shot searches, verifying Identify for court records, and comparing school surveillance camera images to know child molesters. 
b. Security/Counterterrorism. Access control, comparing surveillance images to Know terrorist. 
c. Immigration: Rapid progression through Customs. 
8.2 Commercial Use 
a. Day Care: Verify identity of individuals picking up the children. 
b. Residential Security: Alert homeowners of approaching personnel 
c. Voter verification: Where eligible politicians are required to verify their identity during a 
Voting process this is intended to stop ‘proxy’ voting where the vote may not go as  expected. 
d. Banking using ATM: The software is able to quickly verify a customer’s face. 
e. Physical access control of buildings areas, doors, cars or net access.
8.3 Face Recognition Will Be Used To Counter Terrorism
Airports, government and other public facilities are seeking to increase security by
adding face recognition systems to assist in identifying known terrorist and otherCriminals and suspicious individual. This technology is improving with the use of Matching algorithms and neural networks. Once known as an emerging technology, Face recognition has become a new resolve in preventing terrorist activities from maturing. The Current – The tragedy on September 11, 2001 has changed the face of America as well as the world. The Nation is on a high security alert moving quickly to find ways to prevent such a disaster from reoccurring. Currently, security at national airports is at its highest. Corporations have instituted top security measures at its facilities. The United States Postal Service is in a crux with the transport of deadly Anthrax, reminisces of acts of the Unabomber. Today, Biometrics offers solutions to heighten security, Awareness, and counter crimes and terrorism. Biometric is using a computer to recognized physical and behaviour characteristics of a human. These trait are captured by a computer and used to make one-to-one authentication and one-to-many comparison based on unique features[VI Sonics, 2001]. Most popular forms of Biometrics are hand, eye, voice, and face recognition. Each takes a unique impression that can not be genetically duplicated. However, all forms of biometrics are not perfected in terms of accuracy. Biometrics research has become a number one priority as the Nation seeks new methods to create a secure environment for Americans and the homeland. Face recognition, once considered a low level form of biometric , has remerged as hot topic in national security. Airports, federal, state and local government facilities, customs, borders control and other high security agencies/ areas are hoping to implement a form of face recognition infrastructure in the very near future.
Since the September attacks on America, face recognition is already in use in some major
airports. Secured facilities are installing such systems to filter access to high security areas. Virginia Beach was recently awarded a grant that will allow cameras to be installed to capture potential criminals and find missing children[Epic, 2001]. Tampa Florida currently utilizes face recognition systems in its popular tourist areas for security purposes. Face recognition has become a popular form of biometrics in the wake of heighten national security [Schneider and O’Hare, 2001]. Just think for a moment, What if government agency accelerated research in this area five years ago? Would this technology have prevented the September 2001 attacks?Could the technology stop the increase in recent bank robberies? Would this technology help locate missing children around the world? Only as facial recognition begin to progress, will most of these questions be answered.
               

CHAPTER 9
CONCLUSIONS
Face recognition technologies have been associated generally with very costly top secure applications. Today the core technologies have evolved and the cost of equipment’s is going down dramatically due to the integration and the increasing processing power. Certain applications of face recognition technology are now cost effective, reliable and highly accurate. As a result there are no technological or financial barriers for stepping from the pilot project to widespread deployment. Face recognition is a both challenging and important recognition technique. Among all the biometric techniques, face recognition approach possesses one great advantage, which is its user-friendliness (or non-intrusiveness). In this paper, we have given an introductory survey for the face recognition technology. We have covered issues such as the generic framework for face recognition, factors that may affect the performance of the recognizer, and several state-of-the-art face recognition algorithms. We hope this paper can provide the readers a better understanding about face recognition, and we encourage the readers who are interested in this topic to go to the references for more detailed study.
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