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ABSTRACT	
BACKGROUND:
When   the physiological   activity of the   brain (e. g., electroencephalogram,  functional magnetic  resonance imaging, etc.) is monitored in real-time, feedback can  be  returned to the subject and he/she   can try to   exercise some control over it. This idea   is  at the base of research on Neurofeedback and  Brain-Computer Interfaces. Current   advances in   the   speed of    microprocessors,    graphics    cards and    digital   signal    processing algorithms    allow    significant    improvements   of  these methods.    More  meaningful features from the continuous flow of brain activation can be extracted and feedback can be more informative.

METHODS:
Borrowing    technology so far employed only in  Virtual Reality, we have created Open-ViBE  (Open Platform for Virtual Brain Environments). Open-ViBE is a general purpose platform   for    the   development  of   3D   real-time   virtual   representation  of    brain physiological   and anatomical   data. Open-ViBE  is a flexible and modular platform that integrates modules for brain physiological data acquisition,  processing, and volumetric rendering.
RESULTS:
When input data is the electroencephalogram, Open-ViBE uses the   estimation of intra-cranial  current density to represent brain activation as a regular grid of   3D graphical objects.   The    color and   size of   these   objects   co-vary   with   the amplitude and  /or direction   of the   electrical   current.   This   representation can be superimposed onto a volumetric    rendering of the   subject's MRI data to form the anatomical background of the scene. The user can navigate in this virtual brain and visualize it as a whole or only some of its parts.    This allows     the user    to experience   the sense of presence ("being there")     in the    scene and to obs erve    the dynamics    of   brain current  activity in its original spatio-temporal relations.
CONCLUSION:
The platform is based on publicly availableframeworks such as OpenMASK and OpenSG and  is open source itself. In this way we aim to enhance the cooperation of researchers and to promote the use of the pl atform on a large scale.
KEYWORDS:
EEG,   real-time EEG,    neurofeedback,    brain-computer interface, virtual reality, Open-ViBE, OpenMASK 
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1 . Introduction
Since     the   pioneering   work  of   Berger (1929),  the     electroencephalogram  (EEG)  has   become  a   proven  source    of   information  for     clinicians      and researchers. First   attempts  to  interpret   EEG   time  series    relied on     visual  inspection of  their shape. In neurology, the  morphology of EEG is  stillvaluable, e.g. ,   in the      diagnosis   of  epilepsy. The  development    of electronic    devices combined   with  the   Fast      Fourier  Transform  (FFT)   algorithm       (Cooley & Tukey, 1965),     allowed   the analysis  of the     EEG  spectral   components  and related   measures    (e.g.,   autocorrelation,   coherence,   etc.)      initiating     the    era   of   quantitative    EEG   (qEEG).    During     the   1970s    and   1980s,      the   introduction of micro   computer technology   revolutionized approaches to EEG, marking the transition from analog to digital  processing. However , it has    only    been   in  the past    few       years            that     electronic   technology    and signal processing       algorithms      have   become   powerful  enough  to  support     the   development of   advanced   real- time    applications.       EEG   analysis  in   real-time is   important  for  at   least   two reasons.   First, it   best  exploits  the  high-temporal    resolution   of    EEG,   which   makes    the use of   EEG and   magneto encephalography     (MEG)     in  real-time preferable over    other  neuroimaging    techniques  such as  functional magnetic resonance  imaging  (fMRI).    Second,     it   enables   the   provision  of    effective    feedback   to the person whose EEG is    being    recorded.    Several   independent domains are interested in these   kinds   of   tools:   Neurofeedback (NF), Virtual Reality (VR), and Brain-Computer Interface (BCI), among others.

             In this article, we   review  the  most  recent   studies  carried  out in these three  domains having  real-time  brain  imaging    as a    common   denominator. We show   that    behind      the   apparent    heterogeneity,   and       despite      the diverse  background,   they  are all        converging toward a common  framework  that  makes use of  similar methods. We   believe that in    the   future, all of them will benefit from the    advances  of  the others. Within  this line of   thoughts, we hope  that the   identification of a "crossroad"   for  these  three  major  lines      of research     will    stimulate  further  interdisciplinary  collaborations  and  cross-publications. 

      The article is  organized  as  it follows: in the next three  chapters  we   review typical studies that    make   use of real-time    neuroimaging on NF, VR,   and BCI respectively. We will   give emphasis   to EEG and to those  studies in which    the three modalities have been   combined. In   the ensuing chapter   we  outline our contribution, the   Open-ViBE system.   Open-ViBE    has been    conceived   as  a   general - purpose     platform    serving   as      a    high-level       base        for    the development   of     real-time  functional   imaging  applications.    The  platform,  still   under development,    is meant to be a  state  of the art,  high-performance,   open source   template  that other researchers  may easily  accommodate for specific  purposes.      As  for today,  the   platform    allows   the   3D  interactive  visualization         and      navigation of the       cerebral  volume  using  EEG data.       Based  on a  dense grid of electrodes, Open-ViBE  estimates  neocortical current density using the   Low    -  Resolution Electromagnetic   Tomography (LORETA:   Pascual-Marqui, 1995, 1999;    Pascual- Marqui,     Michael,    & Lehmann, 1994),   or its   standardized    versions    LORETA  (Pascual-Marqui, 2003)  .  Open-ViBE    virtually  reproduces  the       anatomical    space     by  volume rendering of MRI     (Magnetic   Resonance   Imaging) slices, and/or    superposes on it objects which     graphical   attributes  co-vary with the  current density estimation. 
The result    is a virtual,  real-time,    functional  brain in     which the subject can   navigate and from which he/she  can obtain complex feedback, preserving the spatio-temporal    pattern of the signal. 
As we   will  discuss, our   choice of  development   framework on which    Open-ViBE is based makes  it a flexible   and powerful template  that  can be   adapted   to  specific purposes in all three real-time 














2. Implementation
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Neurofeedback   (EEG biofeedback)   is a technique  used in behavioral medicine as an adjunct to  psychotherapy. An   electronic device   records EEG activity    at a particular scalp location,  extrapolates  physiological   measurements  from the signal, and  converts it to a visual and/or auditory object dynamically co-varying     with the brain  signal.  For  example,   the  length  of  a bar  in  a  graph  may  vary continuously as  a  function   of  signal  amplitude (smoothed  in time)  in  one  or  more     frequency  band-pass regions.      The process is     truly real-time, that is, the object continuously represents brain activity with    a minimum delay  (<500 milliseconds).   Typically , over  20    to  40  sessions  of     thirty    minutes    each, spaced two / three  days  apart, the  subject  acquires  greater  awareness about the   signal   and learns   how  to shape it  in  a desired   direction, which  leads to a modification of brain electrical activity. 

         Research in  this field started in the late 1960’s   (   e.g.,    Engstrom, London, & Hart, 1970; Nowlis   &  Kamiya, 1970; Travis  , Kondo & Knott, 1974). Whereas    first   attempts    were   aimed at   the  acquisition  of control  over  the  posterior dominant    (also known as       Alpha: 8-13 Hz),     now a  days      the   application  of the    technique   is    mainly   clinical.       Several    successful   protocols   have been    established   for  the   treatment  of       Attention     Deficit    Hyperactivity      Disorder   (    Barabasz  &    Barabasz, 1996;  Lubar, 1991, 1997;      Lubar     and   Shouse,  1976;   for    a review see    Fuchs  et al., 2003  and   Vernon et al., 2004),     Unipolar    Depression  (Rosenfeld, 2000),   and   Epilepsy   (Lubar   and Bahler, 1976;   Lubar    et al.,    1981;       Sterman,   1973,  1981;     Swingle,  1998).    For other      disorders    such    as     Traumatic   Brain   Injury    ( Thornton,   2002),    Anxiety  Disorders (Moore, 2000),   Chronic  Fatigue    Syndrome      (James  and  Folen , 1996), and   Learning  Disabilities       (Fernandez et   al., 2003)   research     is in progress.     Most   protocols  employ measurements   based on FFT    as the   source   of   feedback. In  the  meanwhile,  advances  in   electrophysiology    have enabled   the investigation of     alternative EEG   measurements. For example, an established line of research has shown that individuals   can acquire     volitional control     over slow   cortical   potentials   (SPCs; Hinterberger et al., 2003). 

         Neurofeedback   has  been traditionally   circumscribed to EEG.   In the past few years, we have assisted in increasing the interest in fMRI neurofeedback.


2.2 Virtual Reality 
People    generally     associate  virtual   reality to the use   of sophisticated     and somehow bulky interfaces such as head-mounted displays (Heilig, 1960) or data gloves     (Zimmerman et al., 1987).     Even    researchers    find     it   difficult   to circumscribe this field and  standard definitions   are  still  subject to  numerous discussions. This difficulty is a consequence of the large and    heterogeneous set of tools, methods and     applications used in VR. It    seems that the term “Virtual Reality” was first    introduced    by Jaron    Lanier in  the 1980’s. Myron Krueger provided the first documented reference in his famous books about “     Artificial Reality” (Krueger, 1991). The SENSORAMA SIMULATOR 1 (Heilig, 1962)  is 1 All names     printed in capital    and italic font are   registered    trademarks of their respective  owners. Considered  today  as the  first-ever  workstation  of  Virtual Reality. The SENSORAMA  was a  whole-in- one environment, providing artificial sensations in  the  visual, auditory, tactile and olfactory   modalities.  It featured 3D video, stereo  sound and  vibrating  seat systems. 

       When considering the  different  definitions  proposed  for virtual reality, we note  that  some  notions and concepts are  more frequently used.   Such notions are: interaction, immersion, presence, and real-time (Burdea and Coiffet,  2003). We thus define a  virtual reality system as an immersive  system  that    provides the user  with a  sense  of presence  ( the feeling  of “being there”), by    means of plausible       interactions  with a synthetic environment  simulated in  real-time. Interaction appears as the cornerstone of a  virtual reality system.   The sensory stimulations related to the interaction with a  virtual environment are then the sources of the  feeling of immersion. 

       Among the five human   senses, vision is probably  the one most widely used by virtual   environments. Innovative   visual displays  such as  the CAVE of Cruz-Neira et al. (1992) were  extensively developed   in the past decade.    CAVE-like virtual environments are immersive cubic spaces. The  user is  surrounded by 2 to 6 screens which are rear-projected in order to display  stereoscopic   images. The full system (i.e., with 6 views) can provide a 360-degree field of view in all directions. Another kind of immersive system are wide-screen displays (FIG. 1), which provide   the user with a   very large   field   of view.  Those    systems  are commonly used  for industrial  project review.   In  both cases, 3D objects  can be displayed flying around the user, providing incredible sensations of living environments.
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  FIG. 1: The cylindrical screen of Immersia, SIAMES project, IRISA, France.
The predominant  sense  for interaction  is  the  sense  of  touch   (Burdea, 1996) since it is the only one for which the active component of  interaction is possible. Indeed, hundreds of  force-feedback and tactile interfaces have been developed and some of them  have  found commercial success such as the PHANTOM force-feedback   arm   (Massie  and   Salisbury, 1994),  and  the  VIRTUOSE    (Haption, Clamart, France)  which  is  a  6 degrees –of -freedom, force-feedback arm. That means that the VIRTUOSE can return force  and  torque  in  all  directions. FIG. 1 shows  a  user  manipulating  the  VIRTUOSE  to open  a car’s trunk while feeling its weight. For instance, it could also be used to  navigate in a virtual 3D brain. 

       Clearly, VR grows with the development of technology. Only three years ago, the VR systems we just presented were extremely    bulky and expensive. In the meanwhile,   the   evolution of graphics hardware   and  high –end  workstations, together with  costs  reductions   of   large   LCD  or  flat  plasma  screens, make a reality center affordable to many.  Several   recent   software   solutions   such as OpenSG (Reiners, 2002) allow the  transparent use of workstation clusters (a set of   workstations,  equipped   with  recent  3D hardware,  interconnected using a 100Mbits/sec Ethernet network)  to perform    intensive  tasks  of virtual  world simulation and rendering. One should   note that  such a  cluster,  equipped  with three INTEL PENTIUM IV and graphics   hardware  such as     NVIDIA  FX or ATI RADEON , is able to perform  these tasks more than ten times faster than a three year old SGI   Onyx II super-computer. Graphics cards are  able  to render  more than one million  textured  and  lighted polygons per second, thus  they  are able to display very rich    visual  representations  of complex virtual    environments. Furthermore, thanks to recent   functionalities like hardware synchronization, it is     now possible  to     perform  the  rendering    using   stereovision. This    last mechanism produces a slightly different image for each eye. By wearing special glasses,     the   user is    completely immersed in the 3D space. That  is to say, 3D objects that make up the scene will be virtually placed in the empty volume that separates the  user from the  screen and in the infinite space behind   the screen.
2.3  BRAIN-COMPUTER INTERFACE
Typical  computer user interfaces  include a  keyboard and a mouse. Research in Human -  Computer  Interface (HCI)  has always tried to improve and to simplify the control of electronic  devices.    Brain-Computer Interface (BCI) aims to use a new communication channel,   the activity of the brain. The goal is to achieve the so called “   think and   make it happen without physical effort” paradigm (Garcia Molina et al., 2004).     A typical BCI system consists of a signal acquisition device and a signal processing device. The   latter   outputs   device - control commands. During a  training phase, the participant tries repeatedly to accomplish a specific mental task. After a sufficient   number  of trials, given that the brain activity can be    extracted    in  the   form   of  a    consistent, valid, and   specific    feature,   a classification  algorithm  is  able  to  translate  it  into a  unique  command.    The motivation for BCI research is multiple. In medicine it springs from  the problem of alleviating the condition of people  suffering of  complete or almost complete muscle paralysis. As a consequence of amyotrophic   lateral sclerosis, brainstem stroke, brain or   spinal cord injury, multiple sclerosis  and many other diseases, human beings may     find themselves unable to communicate with the external world. Such a severe     condition is called “   Locked-In Syndrome”. A BCI system opens a channel of communication for these individuals. 

Beyond medical applications, BCI can also be useful for healthy people by providing them with an additional communication media, one’s own thoughts, of which the full capabilities are still largely untapped. The use of BCI in multimedia research (e.g., game controls requiring dexterity) lets us foresee many technological multimedia applications and several fantastic scenarios. In this respect, the interest in BCI is not confined soley to clinical applications. 

  Over the past decade, BCI research has increased considerably. In 1995 there were only   a handful      of active BCI     research groups. In 2002 the figure was around four times larger (Wolpaw et al., 2000). While we are writing, the trend is still upward. This rapid development of BCI researches has been possible for two main   reasons. First, we have today a   better   knowledge of   brain activity, thus it has been possible to identify a few   mental processes suitable for target features. Second, advances   in   real-time classification   algorithms     and     the available powerof inexpensive computers have filled the need for computational
complexity and power. 

2.4  OPEN-VIBE
In both NF and BCI systems, the interaction aspect is given by the feedback loop. In the target  region of   the brain physiological activity is continuously recorded and the          features   are   continuously   extracted   (e.g., Alpha power).      This information is fed    back    to   the    participant   in   the form of an object (visual, auditory, or both), which one or more     characteristics co-vary in real-time with the      extracted    feature.       The loop   is    closed  somehow by the brain, which establishes a connection between the target region and the structure  implicated into the   perception   of the object. The object   can    be complex as in the case of videogames, but usually only  up to  three  features are extracted simultaneously in real-time. Thus, in  current NF  implementations there it is still not possible to monitor several regions of the brain at the same time, nor is it possible to have a global view of the brain.         In order to   overcome   these   limitations we have conceived Open-ViBE  (Open source platform for    Virtual Brain Environment), a general purpose platform for real-time 3D virtual brain visualization. The idea is to use 3D functional    electromagnetic data (e.g., sLORETA) to represent brain activity in a realistic 3D   brain model. The    participant’s EEG   is converted into intracranial current density, which is depicted conserving as much   as possible the   real spatial   and     temporal    relations of the signal. The    participant    can virtually navigate   into his/her     brain and watch its electromagnetic dynamics. Possible applications include, but are not limited to, NF and BCI. Incoming data can be obtained also   by fMRI,  MEG, or   any other   suitable method. Open-ViBE may also prove useful for EEG data analysis since it enables a holistic form of data inspection.         The   conception   of a   general   purpose  platform for brain activity visualization  and analysis   needs to take    various aspects into account. First, the  conception  has to be  modular and  flexible so that  the system can be easily adapted to any specific   need. The  underlying   visualization part of   the system must be  able to manage a wide variety of   visualization peripherals, e.g., classical display,    head- mounted  display, wide    screen    display,   and   stereo display; the last two allowing a better   perception of depth, which is particularly useful for the user to locate himself in the 3D environment.    The   processing of brain activity data (e.g., EEG, fMRI, etc.) requires considerable computing power. Open-ViBE is    intended   to run on    an ordinary PC   so as to be affordable for a larger community. The underlying system should also manage the distribution of calculations on a PC cluster so    as to allow high- performance applications. The development of  interfaces based on brain activity requires knowledge over various field of research. In     order to facilitate the cooperation of such various research teams, the application and its source code     should be made open, i.e., the source code should also be freely available. Lastly, the    platform also has to be portable to be used by many researchers in various  domains, that is to say, it should    be   available for    the most     widespread  operating   systems, notably, GNU/     LinuxTM      (Free Software   Foundation, Boston, Massachusetts)    and Windows © (Microsoft  JOURNAL OF NEUROTHERAPY    Corporation, Redmond, Washington).          Those   considerations  have directed     our choice    for the development   framework   towards OpenMASK (Open   Modular Animation and Simulation Kit).   Open  MASK    (Margery et al., 2002) has been developed at the IRISA (Institut de   Recherche en Informatique et Systèmes    Aléatoires)   in the SIAMES (Synthèse d’Image, Animation, Modélisation et Simulation) project. This framework has been   conceived for the development and execution of modular applications in the     fields of animation, simulation and virtual reality. It comes with multi-site (e.g., distributed simulation) and/or multi- threaded (for parallel computations)    kernels      which allow   an easy   distribution  of    calculations. Whereas OpenMASK manages the simulation part of the system, OpenSG (Open Scene Graph) is used for the   rendering   part.   FIG. 2 represents a schematic of how operations     are   performed         by  Open-ViBE. The data      provided by the acquisition   system   (EEG, fMRI, etc.) enter  the Open MASK “ computation engine” block, where adequate  pre-processing   is performed   (digital filtering, recursive blind       source    separation   (BSS) for    artifact rejection, denoising, etc.).   Then,      filtered data are sent to the “3D inverse solution” module, where current density is      estimated for   visible   brain regions. Those current density values are    sent to the    OpenSG visualization kernel,        which  displays   the degree of activation of selected brain regions  by means of 3D objects placed according to the    standard Talairach and Tourneau  (1988) space (FIG. 3). The system also     permits focus on one or more specific ROI’s     if    needed (FIG. 4). Depending    on     the position    and       orientation      of     the    observer,    the    computation of   current   density   may   be restricted. This is    managed thanks to the      continuous output of    the      OpenSG rendering      kernel, in the “  3D visualization” block. We   are    now  going to detail the two main blocks which are Open     MASK for the simulation component and OpenSG for the rendering component. 
[image: ]
                      FIG. 2: Open-ViBE data flow overview
[image: ]
FIG. 3: Using LORETA, the cerebral volume (grey matter) is divided in 2394 voxels of 7x7x7 mm. each. 
Current density at each voxel is represented by a cone where color and size co-vary with amplitude. The orientation of the cone indicates the direction of the current density vector in 3D. A: the brain volume is  seen from the top of the head. B: the brain volume is seen from the back of the head. C: the brain volume is seen from the right of the head.





[image: ]
FIG. 4: As in FIG. 3C, but the solution space has been restricted to the cingulate gyrus.
The kernel of OpenMASK handles the execution of what we call a simulated object which is abstractly    defined as a triplet     (inputs, activity function, and outputs). Inputs and outputs, associated to each simulated object, are data flows of a given type: scalars,   vectors, matrices or more generally, user defined types. The activity function  describes the behavior of each simulated object and can be interpreted as a  complex filtering function synthesizing outputs from current input values and   eventually  past inputs (this property allow the introduction of delay and/or temporal     inertia for    example) or    can be interpreted as an output generator (pre-recorded data). Building    an   OpenMASK    application consists of describing      classes of simulated objects and interconnecting them through inputs and outputs. This  property enables  the development     of very complex and   configurable applications from the set of basic simulated objects used to    transform    the    primitive   inputs. More importantly, this     enables communication among simulated     objects (i.e., object activity may depend on each other). In          Open-ViBE, this         property  is   used to   provide a highly configurable toolkit for         analysis and    visualization      of       brain activity. For example, a typical Open-ViBE    application is   real-time     visualization of brain activity from recorded EEG. The simplest        application is   built on four modules (see FIG. 2):      1.  The acquisition module   provides EEG   signal     (in real-time or off-line).      2.  The FFT (Fast Fourier Transform) module takes the EEG signal as an input and outputs          frequency information.      3.  The sLORETA module can be conceived as a spatial filter.  It transforms frequencies          computed by the FFT module in order to  derive       the inverse 3D solution and outputs          activations        associated       to each   part     of the brain.      4.  The rendering module uses the       previously computed    outputs to determine the geometry    and          color of objects  representing a particular point lying inside the region of interest.
If one wants to remove   artifacts from the   original signal   before the rendering process, a module   dedicated   to artifact removal (AR    module) can be inserted between modules 2 and 3 (or 1 and 2) before computing the inverse solution. This way, different sorts of filtering processes      can be dynamically added or removed (enabling interactive application configuration during   signal analysis and/or rendering) and different kinds of algorithms can be easily tested while improving the performances of the system. Moreover, each module (or filter) can be distributed as a separate simulation object and can be capitalized for creating real-time applications needing brain data analysis and/or       visualization. This property should facilitate the exchange of different results obtained by   specialists while rapidly enabling their utilization in different fields of application such as neurofeedback, virtual reality or brain-computer interface.          As indicated previously, we use OpenSG as the rendering back-end. It is a portable scene graph     system,        based on OpenGL (Open Graphics Library, see Segal and Akeley, 1993),       which aims at             creating      real-time graphics programs, in our case a real-time 3D brain activity       visualization   and analysis system. Therefore, we make intensive use of its functionalities to perform  the rendering of our 3D models. More          precisely, we use of           the classical  hardware accelerated          polygonal           functionalities to render the geometric primitives that represents local brain activity. In addition, we use 3D textures to represent the brain volume that is used to provide the user with visual localization facilities (FIG. 5). This functionality is also provided by      OpenSG        and is hardware accelerated  on most currently available 3D computer graphics cards. It maps a 3D texture, which represents a regular 3D grid of     brain material densities, onto a simple box. It is then possible    to operate Boolean   operations on the box using some other geometric primitives such as planes, cones or  spheres. For instance, it is possible to remove a section of the textured mapped cube to  have a look inside the brain (FIG. 5 & FIG. 6). The geometric primitives are then superimposed   on the brain representation which allows the user to locate the NF signals on  the brain. In our    experimentations we tried many new        paradigms to navigate around and   inside the brain using different       boolean operations (especially subtraction) together with different geometric primitives (especially geodesic spheres). With our system we are able to render a 256x256x256-voxel volumetric brain together with 2400 cones at a    minimum frame        rate of 7 images per   seconds that allows for sufficient interactivity.
[image: ]
FIG. 5: 3D texture rendering of individual MRI (T1) slices.
 Part of the brain is clipped by a parallelepipedic transparent object allowing the user to visualize the cingulate gyrus. The brain is seen from the top. 

[image: ]
 FIG. 6: The observer is now “inside” the ROI and is oriented toward the front of the brain.          

By comparison with classical brain visualization systems, Open-ViBE adds the immersion aspect. It is meant to be an immersive environment that gives a wide field of view to the user, providing both local and global vision of the brain. The user can focus on a region of interest whilestill viewing the whole brain. In addition, the use of stereo vision fills the space between the screen and the user with the virtual environment. Those two aspects, immersive and stereo visualization, provide the user with the sense of presence , which is a fundamental concept of virtual environments that we think is beneficial for the efficacy of neurofeedback.

3.  RESULT
3.1  Lua Window, a small lua package for text display in OpenViBE
When   using  the Lua  Stimulator   box (or any  kind of Lua script actually), it   could  be useful to present some information to   the user in some way. This  box  allows  to send messages to the Log Manager thanks to the box:log  function but there is no way to get that to the OpenViBE operator  when it comes to useful    information    for  the ongoing experiment. In such situation, it could be handy to  have a new GTK window where the script can print some text. This is exactly the purpose of the luawindow package I have done recently. Nothing  ambitious right now, just basics to have this feature of printing text in a window.
                                              [image: http://stickyvibe.tuxfamily.org/blog/wp-content/uploads/2011/09/luawindow.png]

Installing luawindow :
· Download and uncompress the luawindow source archive in the openvibe-externals folder (the code is licensed under the Lesser GPL v2 or any later version).
· Edit your init_env_command script and add the OpenViBE_external_luawindow project to the build order.
· Compile OpenViBE.
· Congratulations !
Using luawindow :
In order to use luawindow, you have to tell lua where the package is. This could be done the same way as in the luasocket tutorial or you could add the following lines at the beginning of your script :
package.cpath = package.cpath..“;../lib/lib?-dynamic.so”
luawindow = require(“luawindow”)
You’ll then be able to call the functions of the API :
luawindow.initialize(width, height) 
This function creates the luawindow and initializes its size to width x height pixels. If you don’t call this function or omit the width or height parameters, a window with a default size will be created when needed (that is when you’ll print some text)
luawindow.uninitialize() 
This function closes the already initialized window.
luawindow.print(id, x, y, text) 
This function prints some text in the window. If the window is not created, it gets created after this call. The id parameter     allows to partially refresh the displayed information, that is if            the same id was used       previously, the corresponding    text is removed and replaced by the new text. The x      and y specifies the position of the text in the window in pixels. The text parameter contains the text to display in the window. It should be noted that any pango markup tag could be used .  
luawindow.clear() 
This function removes any existing text in the window.
Sample script :
The following script demonstrates how luawindow could be used :
package.cpath = package.cpath..“;../lib/lib?-dynamic.so”
luawindow = require(“luawindow”)
function initialize(box)
  – optional
  luawindow.initialize(640, 128)
end
function uninitialize(box)
  – optional
  luawindow.uninitialize()
end
function process(box)
  while true do
    luawindow.print(
      0, 0, 0,
      “it works !”)
    luawindow.print(
      1, 0, 32,
      “current time is “..box:get_current_time())
    box:sleep()
  end
end 
Closing  words :
This Lua package can also be used in non OpenViBE applications but the Lua script should be running in a GTK mainloop .As I said previously, this Lua package could probably be extended much more. But it for sure fits the needs it’s been designed for so far… So it’s obviously time to share it 
3.2  Adastra & Brainarium
There are two new applications taking advantage of OpenViBE I’d like to point out. Adastra  is a .NET           framework developed by Anton Andreev . It natively connects with the OpenViBE    designer through VRPN.      It is also able to kindly close the designer when a scenario is finished. This framework can be used    as the basis of more complex applications, kind of the ones that we released based on Ogre. Whatever external .NET application willing to      communicate       with OpenViBE could      consider Adastra as a       possible way of doing it. I hope this enables new users to create their own      applications based on OpenViBE more easily.
The other application I want to point out is Romain Grandchamp and colleagues Brainarium . This tool uses OpenViBE to process the brain activity of a user and provides him with feedback in a portable planetarium display. Kind of    ultimate neurofeedback ? I haven’t had the opportunity to try this yet (still it is shown in Toulouse, France) but I’d really love     to have this opportunity as this mixes my two areas of expertise that is Brain Computer Interfaces and Immersive Virtual Reality.


4. Conclusion  
  In this paper we reviewed recent NF and BCI research, giving emphasis to their similarities, notably   the interaction   between  the    user and   the system.   We outlined some  developments in VR that can be employed in NF and BCI systems to enhance their feedback    capabilities. This review served as a background to introduce Open-ViBE, a        general       platform conceived to build brain virtual environments   based upon      any      kind of real-time     neuroimaging data. In particular, we gave an     example    of    an EEG   real-time    feedback providing application.     The      most appreciable qualities of neurofeedback are that it is non-invasive and that it     requires    an active role on the part of the patient. In some cases,   neurofeedback    training    may completely    replace   the   use of psychoactive medications. This quality makes it a preferred choice especially in the case   of children and      adolescents, individuals for    which the balance of neurotransmitters and the brain anatomy are still in formation. The validity of the signal fed back to the user is crucial   for optimal results.   Unfortunately, in current NF systems the feedback is buried into noise, henceforth the chance of non- contingent       reinforcement is high. With the use of     VR in NF, we aim to improve the   feedback and facilitate the training, which is also a first step in BCI systems, while   by the use of recent blind source separation methods (Cichocki & Amari, 2002) we plan to incorporate efficient real-time automatic denoising routines.          Whereas     NF exists since the late 60’s, BCI is a very young field. Regardless of the BCI system used, the training part to tune the BCIclassification algorithm is a fundamental aspect of its success. Clearly, methods    used in NF and in BCI are      very similar in this regard. Results    in BCI     research,  albeit encouraging, are still of limited use. In fact the maximum reported number of binary commands per minute that a human subject has been capable to achieve is around 20 (Wolpaw et al., 2000). Such a transfer rate is a great achievement for people suffering of locked-in syndrome, where any rate      is       better  than nothing, but as the same time, it    is still    too low     for practical non-clinical applications.          The common characteristic of all systems we have taken into consideration in this paper is   interactive analysis/visualisation of brain data. The notion of interactivity raises the problem of computation efficiency. Open-ViBE takes advantage of OpenMASK abilities in the field of parallel computation enabling  efficient   use of         multiprocessor machines as well as computer PC clusters. Moreover,         in OpenMASK each module is responsible for a specific computation which can be used by  19 several other modules, i.e., one output can be connected to several inputs. This modularity enables the factorization of different computations by  computing once a transformation/filter and reusing the output several times, when needed.  
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