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1 Introduction:
Ad-hoc networks are temporary networks that are used only for the duration of the communication sessions.  Cellular phones, laptops etc are the devices that used for mobile networks. However, mobile devices can be classified in to the following two categories:

Networks having a fixed infrastructure using a base station that covers a certain areas. During communication mobile devices communicates with the nearest base station that transmits the information to other base station or wired networks or other mobile devices. Cellular phone is the example of this type of network.

Network without having a fixed infrastructure is another promising type of network used in communication. It is used for any planned or unplanned events like in war fields or in a meeting of business people scattered geographically. However, this type of network can be created or destroyed when needed and that is why the name is mobile ad-hoc network and it has no central; controlling authority.

However, following are the protocols that are used for mobile ad-hoc networks:

2.1 Proactive protocols:

In this type of routing protocol, each node in a network maintains one or more routing tables which are updated regularly. Each node sends a broadcast message to the entire network if there is a change in the network topology. However, it incurs additional overhead cost due to maintaining up-to-date information and as a result; throughput of the network may be affected but it provides the actual information to the availability of the network. Distance vector (DV) protocol, Destination Sequenced Distance Vector (DSDV) protocol, Wireless Routing protocol Fisheye State Routing (FSR) protocol are the examples of Proactive protocols.

2.2 Reactive Protocols:

In this type of routing protocol, each node in a network discovers or maintains a route based on-demand. It floods a control message by global broadcast during discovering a route and when route is discovered then bandwidth is used for data transmission. The main advantage is that this protocol needs less touting information but the disadvantages are that it produces huge control packets due to route discovery during topology changes which occurs frequently in MANETs and it incurs higher latency. The examples of this type of protocol are Dynamic Source Routing (DSR), Ad-hoc On Demand Routing (AODV) and Associativity Based Routing (ABR) protocols.

2.3 Hybrid Protocols:

It is a combination of proactive and reactive protocols taking the best features from both worlds.

Four Routing Protocols: 

In this report, the following four routing protocols have been discussed but only implementation and analysis for AODV and DSR are shown.

3.1 Distance Vector (DV) Protocol:

It is a proactive protocol that works on the principles of distance vector where each node in a network maintains a distance table that contains the shortest distance and the address of the next hop router. Initially, each node knows only the distance with the nodes that are directly connected and a distance vector is initialized with that distance. Initially, distance to all others nodes that are not directly connected are initialized to infinity. When a change occurs in the network, each node updates its directly connected neighbors to the least cost distance vector. This process continues until convergence. 

The advantages of distant vector protocol are 1) No need for global broadcasting and 2) Short route acquisition delay since all information for each node are available in the routing table. The disadvantages are 1) Long convergence time which may cause counting to infinity problem for large networks, 2) Non-availability of alternative paths.

3.2 Wireless Routing Protocol (WRP):

It is an improved version of the distant vector protocol that eliminates the count-to-infinity problems and thereby decreasing the convergence time. It has some disadvantages also. It requires larger memory and greater processing. It is also not suitable large networks with mobility. However, in WRP, each node in a network maintains the following four tables:

1) Link Cost Table: Each node contains cost and other information like identifier to the directly connected nodes. The cost of a broken link is identified by infinity. 

2) Distance Table: In this table, each node contains information to the nodes that are not directly connected.

3) Routing Table: It contains the shortest distance and the up-to-date information of all destinations.

4) Message Retransmission List (MRL): Each node in a network sends a hello message to its neighbors and informs them that he is alive and waits for the acknowledgement (ACK) from its neighbors. If it does get any ACK from any neighbors within a certain time, then keeps this information to MRL list. Next time it will send update message to nodes only that did not reply to the hello message. 

3.3 Dynamic Source Routing (DSR) Protocol:

It is a reactive protocol that creates a route on demand using source routing protocol i.e. it requires a full series of paths to be established between source and destination nodes to transmit packets and each packet follows the same path. The major motivations of this protocol are to limit the bandwidth by avoiding the periodic table updates and long convergence time. The underline fact to this protocol is that it floods a route request message in the network to establish a route and it consists of two procedures: Route Discovery and Route Maintenance.

4 Route Discovery:

As it is an on-demand routing protocol, so it looks up the routing during transmission of a packet. At the first phase, the transmitting node search its route cache to see whether there is a valid destination exists and if so, then the node starts transmitting to the destination node and the route discovery process end here. If there is no destination address then the node broadcasts the route request packet to reach the destination. When the destination node gets this packet, it returns the learned path to the source node. 

5 Route Maintenance:

It is a process of broadcasting a message by a node to all other nodes informing the network or node failure in a network. It provides an early detection of node or link failure since wireless networks utilize hop-to-hop acknowledge.

The advantage of this protocol are 1) Aware of existence of alternative paths that helps to find another path in case of node or link failure. 2) It avoids routing loops and 3) less maintenance overhead cost as it an on-demand routing protocol. On the other side, the disadvantages are 1) Long route acquisition delay for the route discovery which may not be acceptable in situations like the battle field. 2) It is not suitable for large number of nodes where speed may suffer and 3) it produced huge messaging overhead during busy times.

6 Ad-hoc On-demand Distance Vector (AODV) Protocol:

It is a classical routing protocol for MANETs that compromise the trade-off problems like large packet header in reactive source protocol and large messaging overhead due to periodic updates in proactive protocols. It uses a distributed approach i.e. it keeps track of the neighbor nodes only and it does not establish a series of paths to reach the destination. It also uses route discovery and route maintenance mechanism like DSR.

7 Route Discovery:

A source node send a broadcast message to its neighboring nodes if no route is available for the desired destination containing source address, source sequence number, destination address, destination sequence number, broadcast ID and hop count. Two pointers such as forward pointer and backward pointer are used during route discovery.  Forward pointers keep track of the intermediate nodes while message being forwarded to destination node. Eventually, when route request message reached the destination node, it then unicast the reply message to the source via the intermediate nodes and the backward pointer keeps track of the nodes. The major feature of AODV that distinguish it from DSR is the destination sequence number which is used to verify the up-to-date path to the destination.

Route Maintenance:

Three types of messages exchanged between source and destination such as route error message, hello message and time out message. Route error message ensures that this message will be broadcasted to all nodes because when a node observes a failed link, it will propagate this message to its upstream nodes towards source node only. Hello message ensures the forward and backward pointers from expiration. Time out message guarantees the deletion of link when there is no activity for a certain amount of time between source and the destination node. 

Main advantages are 1) it is an efficient algorithm for mobile ad-hoc networks and it is scalable 2) it takes short time for convergence and is a loop free protocol and 3) messaging overhead to announce the link failure is less compared DSR. The main disadvantage is that it needs huge bandwidth to keep maintain periodic hello message.

7 Simulation Experiments:

Experimental modeling, design, results and analysis are described below to compare the performance of two routing protocols such as DSR and AODV.

7.1 Experimental Design:

A parallel event-driven simulator, Glomosim was used for comparing the results of two protocols. Simulation experiments were run on two desktop PCs with different speed and memory capacity though there were no effects of speed and memory capacity on the experimental results.

Mean end-to-end delay, packet delivery rate and routing overhead as measured by the number of control packets generated for routing are the performance matrices that were used to compare the two routing protocols.

1. Mean end-to-end delay:  Average time taken for a packet to travel from source to destination including route acquision delay.

2. Packet delivery rate: Ratio of packets successfully delivered to the destination to the total number of packets transmitted by the source node.

3. Messaging overhead: Total number of control packets generated for routing.

Node density, node mobility and traffic are the three control parameters used for this simulation. Mean end-to-end delay, packet delivery rate and routing overhead were measured for node mobility in experiment 1 and node density were for three different levels of traffic load in experiment 2. Constant bit rate generator was used for generating packets of fixed size. Three different types of traffic load were used for simulation such as 1) Low traffic load – one packet transmitted every 10 seconds, 2) medium traffic load – one packet every second and 3) High traffic load – one packet every 0.1 second.

The following are the parameters that were used for configuring input file in the simulation:

1) Terrain size : 200 m X 200 m

2) Radio signal transmission range: 175 m

3) Link bandwidth: 2 Mbps

4) Simulation time: 500 s

5) Packet size: 1460 bytes

6) Node placement: Random Way Point

7) Propagation model: Free space

8) Transport layer protocol: UDP

9) MAC layer protocol: IEEE 802.11

10)  Routing protocol: AODV and DSR

11)  Number of nodes: 50, 75 and 100 respectively

12)  Number of packet sender nodes: 25 (randomly selected) 

13)  Number of packet receiver nodes:25 (randomly selected)

14) Node speed: 45 km/h

15)   Pause time: 0s, 120s, 300s, 400s and 500s respectively.

16)  Seed value: Randomly selected between 1 and 10

Experimental Design:

7.2 Experiment 1 (Mobility Test): In this experiment 50 nodes were used out of which 25 nodes were senders and 25 nodes were receivers that were randomly selected. The node mobility levels were:

1) Perpetual mobility – move pause time 0s

2) High mobility – move pause time 120s

3) medium mobility – move pause time 300s

4) Low mobility – move pause time 400s

5) Zero mobility – move pause time 500s

Ten experimental runs were conducted for each configuration with different seed values and the results were averaged discarding the most extremes.

7.3 Experiment 2 (Node Density Test): In this experiment 50, 75 and 100 nodes were used with perpetual node mobility and with the following levels of traffic load

1) Low density – 50 nodes in the network

2) medium density – 75 nodes in the network

3) High density – 100 nodes in the network

In all cases of traffic load mentioned above, 25 nodes were senders and 25 nodes were receivers that were randomly selected. Ten experimental runs were conducted for each traffic load with different seed values and the results were averaged discarding the most extremes.

8 Experimental Results and Analysis:

Experiment 1 (Mobility Test): 

Table 1 represents the number of control packets observed for the five different levels of node mobility and   three different levels of node density at different traffic loads. The left half of Table 1 under column heading ‘Node Mobility’ shows that DSR produced highest number of packets such as 220 in node mobility under low traffic load. It also shows that AODV produced highest number of packets such as 1521 and 5952 under medium and high traffic loads respectively due to high messaging overhead.  The ratio of control packets generated at perpetual node mobility under low, medium and high traffic loads in AODV was calculated as 111.54%, 395.04% and 468.29% respectively. It was 110%, 220.58% and 161.95% at perpetual node mobility under low, medium and high traffic loads respectively. It shows that DSR is less vulnerable to node mobility in terms routing overhead.

	                                                       Node Mobility                                   Node Density

                               __________________________________     ___________________

Load      Protocol    Perpetual    High    Medium   Low    Zero      High    Medium    Low

    

	Low         AODV      174         171         162         156     156         399        307         192

                DSR          220         220         215         200     200         249        210         200

Medium   AODV      1521       857         652         522     385        1159       993         853

                 DSR          986        808         510         498     447        885         679         338   

High        AODV       5952      4759       4747       2963    1271     5139        3473      1318

                 DSR          1009      885         679         638      623      1109        988        468


Table 1: Number of control packets observed for the five different levels of node mobility and three different levels of node density.

Figure 1 represents the number of control packets generated at different node mobility under high traffic load. The rate of increasing control packets from traffic load low to high under perpetual node mobility was 34.20 times (174 in Low and 5952 in High) but it was 4.59 times (220 in Low and 1009 in High) in DSR. These results show that is not suitable for network scalability in terms of messaging overhead.
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Figure 1: Control overhead for various node mobility levels at high traffic load.

Table 2 shows the percentage rate of packet delivery at node mobility and node density under low, medium and high traffic loads. From left half of Table 2, it was observed that the lowest and highest rate of packet delivery for DSR was 1.96% and 10.34% and for AODV was 3.51% and 9.13% as AODV does not maintain complete sequence of paths between intermediate nodes, so there may have possibilities to lost packets. 

	                                                       Node Mobility                                   Node Density

                               __________________________________     ___________________

Load      Protocol    Perpetual    High    Medium   Low    Zero      High    Medium    Low

    

	Low         AODV      5.18        3.51          4.12       4.49     4.32       4.63     6.88         3.87

                DSR           2.59        2.59         2.09       1.96    1.96        6.1       1.38         1.96

Medium   AODV      4.48       5.10         10.23       7.47     4.73      5.65      5.45         5.18

                 DSR          6.71       5.89         5.84        5.86     5.95      5.46       7.03        7.96   

High        AODV       7.42       7.62        8.83         8.88    9.13       8.30      8.33         8.14

                 DSR          8.84       9.09        9.23         9.92   10.34      6.91      6.70         6.23


Table 2: Packet delivery rate (%) for the five different levels of node mobility and three levels of node density

Figure 2 shows the packet delivery rate for five different levels of node mobility at high traffic load. Packet delivery rate depends on several factors such as 1) number of packets to be sent, packet size, start and end time during simulation and interdeparture time of the Constant Bit Rate generator and these are determined by the experimenter. If the experimenter chooses small number of packets to be sent of smaller size with larger difference between start and end time during simulation and a big interdeparture time, the source delivers all or most of the packets to the destination irrespective of the routing protocols. These factors also greatly affect the number of control packets to be generated. 

[image: image3.png]Packet Delivery Rated (%)

12
10

oN B O ®

.._—--7vﬁ.*-—40L

——Seriesl

—-Series2

0 120 300 400 500
Pause Time (Seconds)





Figure 2: Packet delivery rate for five different levels of 


node mobility at high traffic load

Figure 3 shows the percent ratio of packet delivery rate at perpetual mobility to zero mobility. It showed that the packet delevery rate was least affecteed in AODV compared to DSR to increase traffic load.
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Figure 3: The relative decrease in packet delivery rate when 

mobility was decreased to zero mobility

The left half of the Table 3 shows mean end-to-end delay in seconds for five levels of node mobility for AODV and DSR. DSR resulted longest end-to-end delay except for high node mobility. AODV took more than 5 times end-to-end delay compared to DSR at Perpetual in high level of node mobility. 

	                                                       Node Mobility                                   Node Density

                               __________________________________     ___________________

Load      Protocol    Perpetual    High    Medium   Low    Zero      High    Medium    Low

    

	Low         AODV      0.39        0.21        0.33        0.18     0.11       0.44      0.24         0.12

                DSR          0.57        0.51         0.32       0. 29    0.28        0.62     0.48         0.39

Medium   AODV      0.18       0.06         0.08        0.04     0.03      0.10       0.70         0.60

                 DSR          0.73       0.35         0.37        0.33     0.41      0.45       0.42         0.40   

High        AODV       3.67       4.07        4.58         3.98     2.87       3.97       2.28        1.74

                 DSR          0.68       0.79        0.33         0.30     0.07       0.75       0.49        0.21


Table 3: Mean end-to-end delay (in seconds) for the five different levels of node mobility and the three different levels of node density.

Figure 4 represents the number of messaging overhead observed at three different levels of node density at high traffic load. The right half of Table 1 under column heading ‘Node density’ shows that AODV produced highest number of packets such as 399, 1159 and 5139 under low, medium and high traffic loads respectively due to high messaging overhead. It was 249, 855 and 1109 for DSR. There was a rapid increase in control packets in AODV from 399 at low traffic load to 5139 at high traffic load which and the increasing rate was 12.88. From Figure 4, it can bee seen that the number of control packets for AODV sharply increased from 1318 at low density to 5139 at high density under high traffic load and increasing rate is 389.90%. There is a little variation of control packets generated for DSR which is 641(1109 – 468).
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Figure 4:  Messaging overhead for three different levels of node density at high traffic load.

Figure 5 shows the ratio of the number of control packets observed at high node density to low node density. The ratio of control packets generated at high node density to low node density under low, medium and high traffic loads in AODV was calculated as 207.81%, 135.83% and 389.90% respectively. It was 124.50%, 261.83% and 236.96% for DSR. It shows that DSR is less vulnerable to node density in terms routing overhead. 
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Figure 5: The ratio of the number of control packets observed at high node density to that observed at low node density.

9 Conclusions and Future Work:

A comparison between AODV and DSR routing protocol MANETs has been made in this report based on number of control packets, mean end-to-end delay and messaging overhead. I developed two experiments such as Experiment 1 for ‘Node Mobility’ and Experiment 2 for ‘Node Density’ under low, medium and high traffic loads. The key findings are noted below:

AODV produced higher control packets compared to DSR In experiment 1, the rate of increasing control packets from traffic load low to high under perpetual node mobility was 34.20 times (174 in Low and 5952 in High) but it was 4.59 times (220 in Low and 1009 in High traffic load) in DSR. In experiment 2, the rate of increasing control packets from traffic load low to high under high node density was 12.88 times (399 in Low and 5139 in High traffic load) but it was 4.45 times (249 in Low and 1109 in High) in DSR. It shows that DSR is less vulnerable to node mobility and node density in terms routing overhead. DSR produced least messaging overhead compared to AODV in both the experiments because DSR does not send periodic hello messages during simulation. This means that DSR is best suited for scalability.

The packet delivery rate decreases for AODV compared to DSR when traffic load increases in experiment 1. The possible reason for this explanation is that as AODV does not maintain complete sequence of paths between intermediate nodes, so there may have possibilities to lost packets. 

Future work may include same experiments for WRP and DV, measuring the number of bytes transmitted for control and messages and the same experiments for different node mobility speed of the simulation. 
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