DOMAIN NAME SYSTEM

(DNS)
ABSTRACT

This era of technology is mainly focused on communication. The Internet is a communication system that has brought a wealth of information to our fingertips and organized it for our use. The Internet uses the IP address, which uniquely identifies the connection of a host to the Internet. People prefer to use names instead of numeric addresses. In past, when the Internet was small, mapping was done using a host file. It had only two columns; one for name and one for the address. But today, it is impossible to have single host file relate every address to names and it would be impossible to update all the host files in the world every time there is a change. Therefore, we need a system that can map a name to an address or an address to a name. This seminar report provides information about such a system called Domain Name System. It has been a tried to explain the concepts and ideas behind DNS. The information about its origin as well as about the DNS protocol itself, the principles on which it works and also its uses have been tried to cover in this report. The main focus is behind the working of DNS and how this working is made possible in the Internet.

1. INTRODUCTION

Domain Name System (DNS) is a distributed database used by TCP/IP applications to map between hostnames and IP addresses, and to provide electronic mail routing information. Each site maintains its own database of information and runs a server program that other systems across the Internet can query. The DNS provides the protocol which allows clients and servers to communicate with each other.

2. A DISCOVERY WHICH ACTUALLY WAS A NECESSITY

The Internet Protocol address is a 32- bit integer. If somebody wants to send a message it is necessary to include the destination address, but people prefer to assign machines pronounceable, easily remembered names (host names). For this reason the Domain Name System is used. These logical names also allow independence from knowing the physical location of a host. A host may be moved to a different network, while the users continue to use the same logical name. When Internet was small, mapping was done using a host file. Today, it is impossible to have one single host file relate every address to a name. The host file would be too large to store in every host. Also, it would be impossible to update all the host files in the world every time there is a change.

                         One solution would be to store the entire host file in a single computer and allow access to this centralized information to every computer that needs a mapping. But this would create a huge amount of traffic on the Internet.

                           Another solution, the one used today, is to divide this huge amount of information into smaller parts and store each part on a different computer. In this method, the host that needs mapping can contact the closest computer holding he needed information. This method is used by the Domain Name System.  

3. NAME SPACE

                      To be unambiguous, the names assigned to machines must be carefully selected from a name space with complete control over the binding between the names and IP address. The names must be unique because the addresses are unique. A name space that maps each address to a unique name can be organized in two ways: flat or hierarchical.

3.1. FLAT NAME SPACE

                     In a flat name space, a name is assigned to an address. A name in this space is a sequence of characters without structure. The main disadvantage of a flat name space is that it cannot be used in a large system such as Internet because it must be centrally controlled to avoid ambiguity and duplication.

3.2. HIERARCHICAL NAME SPACE

                In a hierarchical name space, each name is made of several parts. The first part can define the organization, the second part can define the name, the third part can define departments, and so on. In this case, the authority to assign and control the name spaces can be decentralized. A central authority can assign the part of the name that defines the nature of the organization and the name. The responsibility for the rest of the name can be given to the organization itself. Suffixes can be added to the name to define host or resources. The management of the organization need not worry that the prefix chosen for a host is taken by another organization because even if part of an address is the same, the whole address is different. The names are unique without the need to be assigned by a central authority. The central authority controls only part of the name, not the whole name.

4. DOMAIN NAME SPACE

                          To have a hierarchical name space, a domain name space was designed. In this design, the names are defined in an inverted-tree structure with the root at the top. Each node in the tree has a label, which is a string with a maximum of 63  characters. The root label is a null string (empty string). DNS requires that children of a node(nodes that branch from the same node)have different labels, which guarantees the uniqueness of the domain names.

4.1. DOMAIN NAME

                Each node in the tree has a domain name. A fully domain name is a sequence of labels separated by dots (.). The domain names are always read from the node up to the root. The last label is the label of the root (null). This means that a full domain name always ends in a null label, which means the last character is a dot because the null string is nothing.

4.1.1. FULLY QUALIFIED DOMAIN NAME (FQDN)

 If a label is terminated by a null string, it is called a fully qualified domain name. An FQDN is a domain name that contains the full name of a host.

4.1.2.PARTIALLY QUALIFIED DOMAIN NAME (PDQN)

                 If a label is not terminated by a null string, it is called partially qualified domain name. A PQDN starts from a node, but it does not reach the root.

4.2. DOMAIN

              A domain is a sub-tree of the domain name space. The name of the domain is the domain name of the node at the top of the sub-tree.
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5. DISTRIBUTION OF NAME SPACE

                The information contained in the domain name space must be stored. But it is very inefficient and also not reliable to have just one computer store such a huge amount of information. It is inefficient because responding to requests from all over the world places a heavy load on the system. It is not reliable because any failure makes the data inaccessible.

                   The solution to these problems is to distribute the information among many computers called DNS servers.

5.1.HIERARCHY OF NAME SERVERS

                 The way to distribute information among DNS servers is to divide the whole space into many domains based on the first level. Let the root stand-alone and create as many domains as there are first level nodes. Because a domain created this way could be very large, DNS allows domains to be divided further into smaller domains. Thus we have a hierarchy of servers in the same way that we have a hierarchy of names. 
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5.2.ZONE

What a server is responsible for, or has authority over, is called a zone. The server makes a database called a zone file and keeps all the information for every node under that domain. If a server accepts responsibility for a domain and does not divide the domains into smaller domains, the domain and zone refer to the same thing. But if a server divides its domain into sub domains and delegates parts of its authority to other servers, domain and zone refer to different things. The information about the nodes in the sub domains is stored in the servers at the lower levels, with the original server keeping some sort of  references to these lower level servers. Of course the original server does not free itself from responsibility totally: It still has a zone, but the detailed information is kept by the lower level servers.

5.3. ROOT SERVER

        A   root sever is a server whose zone consists of the whole tree. A root server usually does not store any information about domains but delegates its authority to other servers, keeping references to those servers. Currently there are more than 13 root servers, each covering the whole domain name space. The servers are distributed all around the world.

5.4.PRIMARY AND SECONDARY SERVERS

                DNS defines two types of servers: primary and secondary. A Primary Server is a server that stores a file about the zone for which it is an authority. It is responsible for creating, maintaining, and updating the zone file. It stores the zone file on a local disc.

               A secondary server is a server that transfers the complete information about a zone from another server (Primary or Secondary) and stores the file on its local disc. If updating is required, it must be done by the primary server, which sends the updated version to the secondary.

6. DNS IN THE INTERNET

               DNS is a protocol that can be used in different platforms.  In the Internet, the domain name space (tree) is divided into three different sections: Generic domains, Country domains, and Inverse domain.

6.1. GENERIC DOMAINS

               The generic domains define registered hosts according to their generic behavior. Each node in the tree defines a domain, which is an index to the domain name space database. 

                    The first level in the generic domains section allows seven possible three character levels.  These levels describe the organization types as listed in following table.

Table 1 Generic domain labels
· Domain Name    
Meaning
· COM

Commercial Organizations

· EDU

Educational institutions

· GOV

Government institutions

· MIL

Military groups

· NET
               Major network support centers

· INT                        International Organizations

· ORG                      Nonprofit Organizations
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             Recently a few more first level labels have been approved; these are shown in the table given below.

Table 2 New generic label domains

· Label                  Description
· AERO                 Airlines and aerospace companies

· BIZ                     Businesses or firms (similar to com)

· COOP                 Cooperative business organization

·  INFO                  Information service providers

·  MUSEUM          Museums and other nonprofit organizations

·  NAME                 Personal names (individuals)

· PRO                     Professional individual organization

6.2. COUNTRY DOMAINS

             The country domains section follows the same format as the generic domains but uses two character country abbreviations (e.g.; us for United States) in place of the three character organizational abbreviation at the first level. Second level labels can be organizational, or they can be more specific, national designation. The United States, for example, uses state abbreviations as a subdivision of the country domain us. (e.g., ca.us.).

6.3. INVERSE DOMAIN

             The inverse domain is used to map an address to a name. This may happen, for example, when a server has received a request from a client to do a task. Whereas the server has a file that contains a list of authorized clients, the server lists only the IP address of the client. To determine if the client is on the authorized list, the server can send a query to the inverse DNS server and ask for a mapping of address to name.

                This type of query is called an inverse or pointer query. To handle a pointer query, the inverse domain is added to the domain name space with the first level node called arpa. The second level is also one single node named in-addr. The rest of the domain defines IP addresses.

                  The servers that handle the inverse domain are also hierarchical. This means the netid part of the address should be at a higher level than the subnetid part, and the subnetid part higher than the hostid part. In this way, a server serving the whole site is at a higher level than the servers serving each subnet. This configuration makes the domain look inverted when compared to a generic or country domain. To follow the convention a reading the domain labels from the bottom to the top, an IP address such as 140.252.13.33 is read as 33.13.252.140.in-addr.arpa.
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7. RESOLUTION

                         Mapping a name to an address or an address to a name is called name address resolution.

7.1. RESOLVER

              DNS is designed as a client server application. A host that needs to map an address to a name or a name to an address calls a DNS client named a Resolver. The Resolver accesses the closets DNS server with a mapping request. If the server has the information, it satisfies the resolver; otherwise, it either refer the resolver to other servers or asks other servers to provide the information. 

After the resolver receives the mapping, it interprets the response to see if it is a real resolution or an error and finally delivers the result to the process that requested it.

7.2. MAPPING NAMES TO ADDRESS

                   Most of the time, the resolver gives a domain name to the server and asks for the corresponding address. In this case, the server checks the generic domain or the country domain to find the mapping.

                    If the domain name is from generic domain section, the resolver receives a domain name such as chal.atc.fhda.edu.. The query is sent by the resolver to the local DNS server for resolution. If the local server can not resolve the query, it either refers the resolver to other servers or asks other servers directly.

                    If the domain name is from the country domain section, the resolver receives a domain name such as ch.fhda.cu.ca.us.. The procedure is the same.

7.3. MAPPING ADDRESS TO NAMES

                  The client can send an IP address to a server to be mapped to a domain name and it is called PTR query. To answer queries of this kind, DNS uses the inverse domain.

In this request, IP address is reversed, and two labels, in-addr and arpa, are appended to create a domain acceptable by the inverse domain section.
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7.4. RECURSIVE RESOLUTION

                The client can ask for a recursive answer from a name server. This means that the resolver expects the server to supply the final answer. If the server is the authority for the domain name, it checks its database and responds. If the server is not the authority, it sends the request to another server and waits for the response. If the parent is the authority, it responds; otherwise, it sends the query to yet another server. When the query is finally resolved, the response travels back until it finally reaches the requesting client. This is recursive resolution.

7.5. ITERATIVE RESOLUTION

             If  the client does not ask for a recursive answer, the mapping can be done iteratively. If the server is an authority for the name, it sends the answer. If it is not, it returns the IP address of the server that it thinks can resolve the query. The client is responsible for repeating the query to this second server. If the newly addressed server can resolve the problem, it answers the query with the IP address; otherwise, it returns the IP address of a new server to the client. Now the client must repeat the query to the third server. This process is called Iterative Resolution because the client repeats the same query to multiple servers.

7.6. CACHING


A fundamental property of the DNS is caching. That is, when a name server receives information about a mapping, it caches that information. Thus a later query for the same mapping can use the cached result, and not result in additional queries to other servers. The DNS uses the caching for optimizing search cost.

7.6.1. HOW DOES IT WORK?

Every server has a cache for recently used names as well as a record of where the mapping information that name was obtained. When a client ask the server to resolve certain name the server does as follows: 

1. Check if it has authority for the name. If yes, the server doesn't need caching information. 

2. if not, the server checks its cache whether the name has been resolved recently. if yes, the server reports the caching information to its clients. 

We can examine the cache when the server cashed the information once, but didn't change it. Since information about a particular name can change, the server may have incorrect information in its caching table. The Time to Live (TTL) value is used to decide when to age information. Whenever an authority responds to a request, it includes a TTL value in the response which specifies how long it guarantees the binding to remain. 

8.  DNS MESSAGE FORMAT


When the user wants to send a message, it invokes an application program and supplies the name of a machine with which the application must communicate. The application program must find the machine's IP address. It passes the domain name to a local resolver (L.R.) and requests an IP address. The local resolver checks its cache and: 

· If the L.R. has an answer, it returns the answer. 

· If the L.R. hasn't one, it sends the message to the server. The server then returns a similar message that contains the answer to the questions for which the server has bindings. If the server can't answer, it sends responsive information about other servers that the client can contact. 
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8.1.HEADER

       Both query and response messages have the same header format with some fields set to zero for the query messages. The header is 12 bytes.

8.2. QUESTION SECTION
          This is a section consisting of one or more question records. It is present on both query and response messages.

8.3. ANSWER SECTION

         This is a section consisting of one or more resource records. It is present only on response messages. This section includes the answer from the server to the client.

8.4. AUTHORITATIVE SECTION

        This is a section consisting of one or more resource records. It is present only on response messages. This section gives information about one or more authoritative servers or the query.

8.5. ADDITIONAL INFORMATION SECTION

              This is a section consisting of one or more resource records. It is present only on response messages. This section provides additional information that may help the resolver. 

9. DYNAMIC DOMAIN NAME SYSTEM (DDNS)

               When the DNS was designed, no one predicted that there would be so many changes may to addresses. In DNS, when there is a change, such as adding a new host, removing a host, or changing an IP address, the change must be made to the DNS master file. These types of changes involves a lot of manual updating. The size of today’s Internet does not allow this kind of manual operation.

                 The DNS master file must be updated dynamically. The dynamic domain name system therefore  has been devised to respond  this  need.  DNS uses the services of UDP for messages of less than 512 bytes; otherwise, TCP is used.

10. CONCLUSION

              So In short, DNS is the best combination of simplicity, convenience and consistency. Convenience refers to the User friendly names which are easy to remember. One naming convention gives us Simplicity. Consistency refers that Server names can remain constant.              

Herewith I would conclude that Internet System Use without DNS would be a nightmare journey of a ship without raider.

11. REFERENCES

[1] Paul Albitz  & Cricket Liu, “ DNS and BIND”, page: 11 to 34, fourth edition, 2004.

[2] Nicolai Lanqfeldt, “The Concise Guide To DNS & BIND ”,2003.

[3] Behrouz A. Forouzan, “Data Communications and Networking”, page: 685 to 698, third edition, 2004.

_1172601200

