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Supercomputer
A supercomputer is a computer that is at the frontline of current processing capacity, particularly speed of calculation. Supercomputers were introduced in the 1960s and were designed primarily by Seymour Cray at Control Data Corporation (CDC), which led the market into the 1970s until Cray left to form his own company, Cray Research. He then took over the supercomputer market with his new designs, holding the top spot in supercomputing for five years (1985–1990). In the 1980s a large number of smaller competitors entered the market, in parallel to the creation of the minicomputer market a decade earlier, but many of these disappeared in the mid-1990s "supercomputer market crash".
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Today, supercomputers are typically one-of-a-kind custom designs produced by "traditional" companies such as Cray, IBM and Hewlett-Packard, who had purchased many of the 1980s companies to gain their experience. Since October 2010, the Tianhe-1A supercomputer has been the fastest in the world; it is located in China.


Hardware and software design
Supercomputers using custom CPUs traditionally gained their speed over conventional computers through the use of innovative designs that allow them to perform many tasks in parallel, as well as complex detail engineering. They tend to be specialized for certain types of computation, usually numerical calculations, and perform poorly at more general computing tasks. Their memory hierarchy is very carefully designed to ensure the processor is kept fed with data and instructions at all times — in fact, much of the performance difference between slower computers and supercomputers is due to the memory hierarchy. Their I/O systems tend to be designed to support high bandwidth, with latency less of an issue, because supercomputers are not used for transaction processing.
As with all highly parallel systems, Amdahl's law applies, and supercomputer designs devote great effort to eliminating software serialization, and using hardware to address the remaining bottlenecks.
Supercomputer challenges, technologies
· A supercomputer consumes large amounts of electrical power, almost all of which is converted into heat, requiring cooling. For example, Tianhe-1A consumes 4.04 Megawatts of electricity.[1] The cost to power and cool the system is usually one of the factors that limit the scalability of the system. (For example, 4MW at $0.10/KWh is $400 an hour or about $3.5 million per year).
· Information cannot move faster than the speed of light between two parts of a supercomputer. For this reason, a supercomputer that is many meters across must have latencies between its components measured at least in the tens of nanoseconds. Seymour Cray's supercomputer designs attempted to keep cable runs as short as possible for this reason, hence the cylindrical shape of his Cray range of computers. In modern supercomputers built of many conventional CPUs running in parallel, latencies of 1–5 microseconds to send a message between CPUs are typical.
· Supercomputers consume and produce massive amounts of data in a very short period of time. According to Ken Batcher, "A supercomputer is a device for turning compute-bound problems into I/O-bound problems." Much work on external storage bandwidth is needed to ensure that this information can be transferred quickly and stored/retrieved correctly.
Processing techniques
Vector processing techniques were first developed for supercomputers and continue to be used in specialist high-performance applications. Vector processing techniques have trickled down to the mass market in DSP architectures and SIMD (Single Instruction Multiple Data) processing instructions for general-purpose computers.
Modern video game consoles in particular use SIMD extensively and this is the basis for some manufacturers' claim that their game machines are themselves supercomputers. Indeed, some graphics cards have the computing power of several TeraFLOPS. The applications to which this power can be applied was limited by the special-purpose nature of early video processing. As video processing has become more sophisticated, graphics processing units (GPUs) have evolved to become more useful as general-purpose vector processors, and an entire computer science sub-discipline has arisen to exploit this capability: General-Purpose Computing on Graphics Processing Units (GPGPU).
The current Top500 list (from May 2010) has 3 supercomputers based on GPGPUs. In particular, the number 3 supercomputer, Nebulae built by Dawning in China, is based on GPGPUs.[2]
Operating systems
Supercomputers today most often use variants of Linux.[3] as shown by the graph to the right.
Until the early-to-mid-1980s, supercomputers usually sacrificed instruction set compatibility and code portability for performance (processing and memory access speed). For the most part, supercomputers to this time (unlike high-end mainframes) had vastly different operating systems. The Cray-1 alone had at least six different proprietary OSs largely unknown to the general computing community. In a similar manner, different and incompatible vectorizing and parallelizing compilers for Fortran existed. This trend would have continued with the ETA-10 were it not for the initial instruction set compatibility between the Cray-1 and the Cray X-MP, and the adoption of computer systems such as Cray's Unicos, or Linux.
Programming
The parallel architectures of supercomputers often dictate the use of special programming techniques to exploit their speed. The base language of supercomputer code is, in general, Fortran or C, using special libraries to share data between nodes. In the most common scenario, environments such as PVM and MPI for loosely connected clusters and OpenMP for tightly coordinated shared memory machines are used. Significant effort is required to optimize a problem for the interconnect characteristics of the machine it will be run on; the aim is to prevent any of the CPUs from wasting time waiting on data from other nodes. The new massively parallel GPGPUs have hundreds of processor cores and are programmed using programming models such as CUDA and OpenCL.
Software tools
Software tools for distributed processing include standard APIs such as MPI and PVM, VTL, and open source-based software solutions such as Beowulf, WareWulf, and openMosix, which facilitate the creation of a supercomputer from a collection of ordinary workstations or servers. Technology like ZeroConf (Rendezvous/Bonjour) can be used to create ad hoc computer clusters for specialized software such as Apple's Shake compositing application. An easy programming language for supercomputers remains an open research topic in computer science. Several utilities that would once have cost several thousands of dollars are now completely free thanks to the open source community that often creates disruptive technology.
Special-purpose supercomputers
Special-purpose supercomputers are high-performance computing devices with a hardware architecture dedicated to a single problem. This allows the use of specially programmed FPGA chips or even custom VLSI chips, allowing higher price/performance ratios by sacrificing generality. They are used for applications such as astrophysics computation and brute-force codebreaking. Historically a new special-purpose supercomputer has occasionally been faster than the world's fastest general-purpose supercomputer, by some measure. For example, GRAPE-6 was faster than the Earth Simulator in 2002 for a particular special set of problems.
Examples of special-purpose supercomputers:
· Belle, Deep Blue, and Hydra, for playing chess
· Reconfigurable computing machines or parts of machines
· GRAPE, for astrophysics and molecular dynamics
· Deep Crack, for breaking the DES cipher
· MDGRAPE-3, for protein structure computation
· D. E. Shaw Research Anton, for simulating molecular dynamics [6]
· QPACE, for simulations of the strong interaction (Lattice QCD)
Measuring supercomputer speed
In general, the speed of a supercomputer is measured in "FLOPS" (FLoating Point Operations Per Second), commonly used with an SI prefix such as tera-, combined into the shorthand "TFLOPS" (1012 FLOPS, pronounced teraflops), or peta-, combined into the shorthand "PFLOPS" (1015 FLOPS, pronounced petaflops.) This measurement is based on a particular benchmark, which does LU decomposition of a large matrix. This mimics a class of real-world problems, but is significantly easier to compute than a majority of actual real-world problems.
"Petascale" supercomputers can process one quadrillion (1015) (1000 trillion) FLOPS. Exascale is computing performance in the exaflops range. An exaflop is one quintillion (1018) FLOPS (one million teraflops).





					

TOP500
The TOP500 project ranks and details the 500 (non-distributed) most powerful known computer systems in the world. The project was started in 1993 and publishes an updated list of the supercomputers twice a year. The first of these updates always coincides with the International Supercomputing Conference in June, the second one is presented in November at the ACM/IEEE Supercomputing Conference. The project aims to provide a reliable basis for tracking and detecting trends in high-performance computing and bases rankings on HPL, a portable implementation of the High-Performance LINPACK benchmark written in Fortran for distributed-memory computers. 
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The TOP500 list is compiled by Hans Meuer of the University of Mannheim, Germany, Jack Dongarra of the University of Tennessee, Knoxville, and Erich Strohmaier and Horst Simon of NERSC/Lawrence Berkeley National Laboratory.

			SUPERCOMPUTING IN INDIA
IN THE late eighties, Indians had good reason to be proud. Back then, when the US government refused to allow India to use a Cray supercomputer for weather forecasting, our very own Centre for Development of Advanced Computing (C-DAC) came up with an indigenous alternative—the Param—based on a massive parallel processing architecture. That the country could develop a supercomputer twice as powerful as a serial Cray of the time—and at one-third the cost—made headlines the world over. 
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Indian engineers and mathematicians are already well known in the world. Whole World is familiar with Indian IT power. So now we can say that in the coming decades India will be a super computing nation.
      Introduction to PARAM
PARAM is a series of supercomputers designed and assembled by the Centre for Development of Advanced Computing (C-DAC) in Pune, India. The latest machine in the series is the PARAM Yuva, which reached no. 109 on the TOP500 in June 2009. Others include PARAM 10000 and PARAM 9000/SS and the PARAM Padma. The PARAM 10000 was India's first Teraflop supercomputer. Currently, C-DAC is developing a Petaflop Supercomputer which is expected to be in operation by 2012. The biggest challenge in designing the $125 million supercomputer is handling the power consumption of the unit which is expected to be around 20MW up from the current 1MW consumption of the PARAM Yuva cluster. However, the new machine will also be able to perform up to 100 times more computations per second than the current PARAM Yuva cluster. 

			OVERVIEW OF PARAM COMPUTERS
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Computer cluster
A computer cluster is a group of linked computers, working together closely thus in many respects forming a single computer. The components of a cluster are commonly, but not always, connected to each other through fast local area networks. Clusters are usually deployed to improve performance and availability over that of a single computer, while typically being much more cost-effective than single computers of comparable speed or availability.

Cluster categorizations
· High-availability (HA) clusters
High-availability clusters (also known as Failover Clusters) are implemented primarily for the purpose of improving the availability of services that the cluster provides. They operate by having redundant nodes, which are then used to provide service when system components fail. The most common size for an HA cluster is two nodes, which is the minimum requirement to provide redundancy. HA cluster implementations attempt to use redundancy of cluster components to eliminate single points of failure.
There are commercial implementations of High-Availability clusters for many operating systems. The Linux-HA project is one commonly used free software HA package for the Linux operating system. The LanderCluster from Lander Software can run on Windows, Linux, and UNIX platforms.
· Load-balancing clusters
Load-balancing is when multiple computers are linked together to share computational workload or function as a single virtual computer. Logically, from the user side, they are multiple machines, but function as a single virtual machine. Requests initiated from the user are managed by, and distributed among, all the standalone computers to form a cluster. This results in balanced computational work among different machines, improving the performance of the cluster systems.

· Compute clusters
Often clusters are used primarily for computational purposes, rather than handling IO-oriented operations such as web service or databases. For instance, a cluster might support computational simulations of weather or vehicle crashes. The primary distinction within computer clusters is how tightly-coupled the individual nodes are. For instance, a single computer job may require frequent communication among nodes - this implies that the cluster shares a dedicated network, is densely located, and probably has homogenous nodes. This cluster design is usually referred to as Beowulf Cluster. The other extreme is where a computer job uses one or few nodes, and needs little or no inter-node communication. This latter category is sometimes called "Grid" computing. Tightly-coupled compute clusters are designed for work that might traditionally have been called "supercomputing". Middleware such as MPI (Message Passing Interface) or PVM (Parallel Virtual Machine) permits compute clustering programs to be portable to a wide variety of clusters.
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                                                           Cray Supercomputer Cluster
PARAMNet-3
PARAMNet-3 is a high performance cluster interconnect developed indigenously by C-DAC. With this development, C-DAC has joined an elite group of system developers worldwide, capable of providing a critical high performance networking component for building supercomputing systems.
The main application of PARAMNet-3 is, as a primary interconnect for PARAM Yuva. Other application areas identified for its deployment are storage and database applications. It is also an integral component of other HPC solutions offered by C-DAC.
PARAMNet-3 consists of tightly integrated hardware and software components. The hardware components consist of Network Interface Cards (NIC) based on C-DAC's fourth generation communication co-processor "GEMINI", and modular 48-port Packet Routing Switch "ANVAY". The software component "KSHIPRA" is a lightweight protocol stack designed to exploit capabilities of hardware and to provide industry standard interfaces to the applications.
Design Approach
Performance and scalability of a supercomputing cluster is largely determined by the interconnect characteristics. PARAMNet-3 offers several advantages over commodity, off the shelf LAN solutions by taking the following approach:
· Offload the transport layer functionality to hardware, by developing specialized "communication co-processor" hardware (CCP). Such a processor effectively decouples communication tasks from host processor, providing much better performance and freeing the host processor for running user application. A packet processor based solution also allows for near wire speed useable bandwidth and low latency path for faster communication.
· Provide a extremely low latency, high throughput network cloud by developing specialized packet routing switches.
· Provide a standard set of application level interfaces, so that the user applications can be made to run on the specialized hardware with minimal changes
· Provide legacy support for TCP/IP based applications.
Communication Co-processor : Gemini
The Gemini Co-processor is fine tuned for HPC applications over uDAPL and OpenIB software stacks. It offloads transport layer functionality to hardware for supporting send / receive, Remote Direct Memory Access (RDMA) and Datagram oriented communication protocols, allowing compute nodes to communicate efficiently. Direct user level hardware access to 4k simultaneous connection oriented and connectionless hardware endpoints (scalable upto 16k) is provided to support applications of larger problem sizes. Gemini is capable of performing I/O from paged virtual memory with byte aligned addresses and reliable communication of maximum 4 GByte message length.
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Gemini Architecture


Packet Routing Switch : Anvay
The modular, 48-port packet routing switch 'Anvay' provides a near wire speed (10Gbps) packet routing capability with very low latencies. Anvay switch is based on Spider Line Card and Backplane subsystems. Each spider card support up to eight ports, with each port working at 10Gbps, full duplex speeds. A fully populated switch supports approximately 1 Terabits / second of aggregate system throughput. The switch supports multi-level switching, allowing cascading of switches for supporting large clusters.
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Packet routing switch : Anvay
  

Communication Substrate : KSHIPRA
KSHIPRA is a scalable communication substrate over PARAMNet-3. Its a software environment that enables applications to communicate faster using RDMA. KSHIPRA allows the HPC, storage and enterprise applications to take advantage of PARAMNet 3's low latency, high bandwidth capability and drastically cuts down the CPU usage, by using DAPL transport mechanism. It also depicts PARAMNet-3 as a standard IP network. Thus all TCP/IP applications can be run without any modifications. MPI, SDP, IPoIB and iSER are included in the protocol set.
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Kshipra software stack
KSHIPRA, available as a bundled CD is a complete environment consisting of drivers, libraries, cluster management tools and documentation.


SPECIFICATIONS 

PARAMNet-3 Network Interface Card (NIC) 
· Based on GEMINI communication co-processor
· PCI express (x4/x8) full duplex based host interface
· 10Gbps Full duplex CX-4 link interface
· 16 MBytes onboard memory
· Transport protocol offload engine supporting send / receive, RDMA and Datagram protocols
· Proprietary hardware protocol implemented using Dual 32-bit CPUs for low latencies and reliable communication
· Direct user level access to 4k simultaneous connection oriented or connectionless hardware endpoints (scalable upto 16k)
· Capable of performing I/O from paged virtual memory with byte aligned addresses
· Address Translation table for VA-PA with protection implemented in hardware
· Communicates to host through Interrupt and Completion Queues
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PARAMNet-3 Network Interface Card(NIC)
PARAMNet-3 Packet Routing Switch : ANVAY 
· Modular solution supporting 8"48 ports
· Each port supporting 10 Gbps, full duplex communication over CX-4 cables
· Interval labelling based packet routing
· Wormhole routing for reducing latency
· 32Kbyte (ingress) and 16 Kbytes (egress) packet buffers
· Near neighbour communication using dedicated communication path
· Port to port latency < 2 msec
· Near wire speed performance (1.1 GByte/sec per port)
· Pause/Resume based flow control with back pressure
· Packet payloads up to 4KBytes
· Support for unicast and broadcast
· Fully manageable over LAN and RS232
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Packet routing switch : Anvay
 



KSHIPRA Software Stack
· Linux support
· 64k end points
· RDMA centric architecture
· uDAPL light weight protocol with kernel bypass
· OpenIB adaptation with IPoIB, SDP and iSER protocols
· Requires no modification in the existing TCP based applications
· Communication libraries MVAPICH, Intel MPI supported
· Targeted for HPC, Storage/Database and enterprise applications
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KSHIPRA Software Stack
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