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ABSTRACT
The address resolution protocol (arp) is a protocol used by the Internet Protocol (IP), specifically IPv4, to map IP network adsdresses to the hardware addresses used by a data link protocol. The protocol operates below the network layer as a part of the interface between the OSI network and OSI link layer. It is used when IPv4 is used over Ethernet The term address resolution refers to the process of finding an address of a computer in a network. The address is "resolved" using a protocol in which a piece of information is sent by a client process executing on the local computer to a server process executing on a remote computer. The information received by the server allows the server to uniquely identify the network system for which the address was required and therefore to provide the required address. The address resolution procedure is completed when the client receives a response from the server containing the required address.
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1. INTRODUCTION

The address resolution protocol (arp) is a protocol used by the Internet Protocol (IP), specifically IPv4, to map IP network adsdresses to the hardware addresses used by a data link protocol. The protocol operates below the network layer as a part of the interface between the OSI network and OSI link layer. It is used when IPv4 is used over Ethernet.

The term address resolution refers to the process of finding an address of a computer in a network. The address is "resolved" using a protocol in which a piece of information is sent by a client process executing on the local computer to a server process executing on a remote computer. The information received by the server allows the server to uniquely identify the network system for which the address was required and therefore to provide the required address. The address resolution procedure is completed when the client receives a response from the server containing the required address.

An Ethernet network uses two hardware addresses which identify the source and destination of each frame sent by the Ethernet. The destination address (all 1's) may also identify a broadcast packet (to be sent to all connected computers). The hardware address is also known as the Medium Access Control (MAC) address, in reference to the standards which define Ethernet. Each computer network interface card is allocated a globally unique 6 byte link address when the factory manufactures the card (stored in a PROM). This is the normal link source address used by an interface. A computer sends all packets which it creates with its own hardware source link address, and receives all packets which match the same hardware address in the destination field or one (or more) pre-selected broadcast/multicast addresses. 

The Ethernet address is a link layer address and is dependent on the interface card which is used. IP operates at the network layer and is not concerned with the link addresses of individual nodes which are to be used. The address resolution protocol (arp) is therefore used to translate between the two types of address. The arp client and server processes operate on all computers using IP over Ethernet. The processes are normally implemented as part of the software driver that drives the network interface card. 

There are four types of arp messages that may be sent by the arp protocol. These are identified by four values in the "operation" field of an arp message. The types of message are:

1. ARP request 

2. ARP reply 

3. RARP request 

4. RARP reply 
The format of an arp message is shown below:
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Fig 1 Format of an arp message used to resolve the remote MAC Hardware Address (HA)

To reduce the number of address resolution requests, a client normally caches resolved addresses for a (short) period of time. The arp cache is of a finite size, and would become full of incomplete and obsolete entries for computers that are not in use if it was allowed to grow without check. The arp cache is therefore periodically flushed of all entries. This deletes unused entries and frees space in the cache. It also removes any unsuccessful attempts to contact computers which are not currently running.

2. THE INTERNETWORK PROTOCOL (IP)

The IP (Internet Protocol) is a protocol which uses datagrams to communicate over a packet-switched network. The IP protocol operates at the network layer protocol of the OSI reference model and is a part of a suite of protocols known as TCP/IP.

The Internetwork Protocol (IP) provides a best effort network layer service for connecting computers to form a computer network. Each computer is identified by one or more gloablly unique IP addresses. The network layer PDUs are known as either "packets" or "datagrams". Each packet carries the IP address of the sending computer and also the address of the intended recipient or recipients of the packet. Other management information is also carried.

The IP network service transmits datagrams between intermediate nodes using IP routers. The routers themselves are simple, since no information is stored concerning the datagrams which are forwarded on a link. The most complex part of an IP router is concerned with determining the optimum link to use to reach each destination in a network. This process is known as "routing". Although this process is computationally intensive, it is only performed at periodic intervals.

An IP network normally uses a dynamic routing protocol to find alternate routes whenever a link becomes unavailable. This provides considerable robustness from the failure of either links or routers, but does not guarentee reliable delivery. Some applications are happy with this basic service and use a simple transport protocol known as the User Datagram Protocol (UDP) to access this best effort service.

Most Internet users need additional functions such as end-to-end error and sequence control to give a reliable service (equivalent to that provided by virtual circuits). This reliability is provided by the Transmission Control Protocol (TCP) which is used end-to-end across the Internet.

In a LAN environment, the protocol is normally carried by Ethernet, but for long distance links, a data link protocol such as HDLC is usually used.

Other protocols associated with the IP network layer are the Internet Control Message Protocol (ICMP) and the Address Resolution Protocol (arp).

On-going evolution of the Internet Protocol Suite has lead to a definition of a successor protocol to the widely deployed IPv4. The new protocol is IPv6. (The version number "5" had already been used for an experimental protocol, called ST-2, which has not stood the test of time. IPv6 is now widely implemented, and deployed in many networks.

2.1 The IP Address

An address is a data structure understood by a network which uniquely identifies the recipient within the network. Addresses in other places than computer networks: Addresses are used by the postal system to allow a postman to find a person's house; to allow a computer to uniquely identify a location in memory.

A unicast/broadcast IP address is a 32 bit value (i.e. four bytes) which is allocated to each system in the Internet. The 32-bgit value uniquely identifies this system, and therefore no two systems may have the same IP address. Some systems have more than one IP address, in which case they may be reached by any of their IP addresses.

Each IP address consists of two parts, the network part (identifying the network number, or LAN collision domain, to which the computer is attached) and the host part (which identifies the host within the local network). This is therefore a flat allocation technique. An administrator of a specific IP network may freely allocate host addresses within their network, without co-ordination with other any other administrators in the Internet. However, they are not allowed to allocate host addresses belonging to a network number which has not been assigned to them. If they require additional addresses, they must apply for a new block of addresses (i.e. a new network number), which will not normally be consecutive with what was previously assigned.

IP addresses are normally written in a format known as "dotted decimal notation". In this format, each byte of the 4 byte address is expressed as a decimal (base 10) number (i.e. 0 to 255). The four decimal numbers are separated by "dots" or "periods" as shown below:

IP address "129.7.1.10" corresponds to a hexadecimal value of 0x8107010A.

The IP network address is identified as the bit-wise logical AND of the 32-bit IP address with another 32-bit quantity, the netmask. All systems with the same network number share the same netmask (sometimes called a "subnet mask"). This has a bit with a logical '1' for each bit that is a part of the network number, and a logical '0' for each bit which is a part of the host number. The netmask may be written in dotted decimal notation, or alternatively as a hexadecimal number:

e.g. a 24-bit network number has a netmask which may be written as 255.255.255.0, this is identical to 0xFFFFF00. 

An IP address may be unicast (for a specific end system), network broadcast (for all systems on a LAN) or multicast (for a group of end systems). A network broadcast address sets the destination to the network address, and then fills each position of the host part of the address with a binary '1'. The special value '0.0.0.0' is reserved for an unknown address. This is seldom used as a packet address, and is not normally valid.

Hence, the IP address 129.7.1.10 with a netmask of 255.255.255.0 indicates the network number is 129.7.1.0.

A 24 bit network number leaves a host part of 8 bits. That is a network with space for 254 hosts. (Remember the host number "0" is reserved for the network itself, and the all one's host address is reserved for use as the network broadcast address). Sometimes the netmask is represented by writing the IP address followed by as a slash ('/') with the number of bits used to form the network number. The above netmask can therefore also be represented as "/24". Here are a few more examples:
	IP Address
	Subnet Mask
	Network Number
	Host Part
	Network Broadcast Address

	7.7.7.7/8
	255.0.0.0
	7.0.0.0
	7.7.7
	7.255.255.255

	139.133.7.10/24
	255.255.255.0
	139.133.7.0
	10
	139.133.7.255

	129.5.255.2/16
	255.255.0.0
	129.5.0.0
	255.2
	129.5.255.255

	131.108.2.1/24
	255.255.255.0
	131.108.2.0
	1
	131.108.2.255

	131.108.2.1/30
	255.255.255.252
	131.108.2.0
	1
	131.108.2.3


The last two lines show the same network divided in two different ways. Since each network must have a single netmask, only one of the two different ways may be used at any one time. Furthermore, it is important that all systems connected to this network have the same netmask to operate correctly, can you figure out why?

Since IP addresses are long numbers, they are not easily remembered by humans, therefore most users instead choose to remember a logical name in place of an IP address. A system known as the DNS maps between the 32-bit IP addresses and their corresponding logical names. To ease reading by human users, the DNS is arranged in a hierarchical structure. 

3. THE OSI REFERENCE MODEL

The OSI reference model specifies standards for describing "Open Systems Interconnection" with the term 'open' chosen to emphasise the fact that by using these international standards, a system may be defined which is open to all other systems obeying the same standards throughout the world. The definition of a common technical language has been a major catalyst to the standardisation of communications protocols and the functions of a protocol layer.
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Fig 2 The seven layers of the OSI reference model showing a connection between two end systems communicating using one intermediate system.

The structure of the OSI architecture is given in the figure above, which indicates the protocols used to exchange data between two users A and B. The figure shows bidirectional (duplex) information flow; information in either direction passes through all seven layers at the end points. When the communication is via a network of intermediate systems, only the lower three layers of the OSI protocols are used in the intermediate systems.
3.1 Services provided by each Protocol Layer

The OSI layers may be summarised by:

1. Physical layer: Provides electrical, functional, and procedural characteristics to activate, maintain, and deactivate physical links that transparently send the bit stream; only recognises individual bits, not characters or multicharacter frames. 

2. Data link layer: Provides functional and procedural means to transfer data between network entities and (possibly) correct transmission errors; provides for activation, maintenance, and deactivation of data link connections, grouping of bits into characters and message frames, character and frame synchronisation, error control, media access control, and flow control (examples include HDLC and Ethernet) 

3. Network layer: Provides independence from data transfer technology and relaying and routing considerations; masks peculiarities of data transfer medium from higher layers and provides switching and routing functions to establish, maintain, and terminate network layer connections and transfer data between users. 

4. Transport layer: Provides transparent transfer of data between systems, relieving upper layers from concern with providing reliable and cost effective data transfer; provides end-to-end control and information interchange with quality of service needed by the application program; first true end-to-end layer. 

5. Session layer: Provides mechanisms for organising and structuring dialogues between application processes; mechanisms allow for two-way simultaneous or two-way alternate operation, establishment of major and minor synchronisation points, and techniques for structuring data exchanges. 

6. Presentation layer: Provides independence to application processes from differences in data representation, that is, in syntax; syntax selection and conversion provided by allowing the user to select a "presentation context" with conversion between alternative contexts. 

7. Application layer: Concerned with the requirements of application. All application processes use the service elements provided by the application layer. The elements include library routines which perform interprocess communication, provide common procedures for constructing application protocols and for accessing the services provided by servers which reside on the network. 

The communications engineer is concerned mainly with the protocols operating at the bottom four layers (physical, data link, network, and transport) in the OSI reference model. These layers provide the basic communications service. The layers above are primarily the concern of computer scientists who wish to build distributed applications programs using the services provided by the network.
4. PROTOCOL LAYERS

The communication between the nodes in a packet data network must be precisely defined to ensure correct interpretation of the packets by the receiving intermediate and the end systems. The packets exchanged between nodes are defined by a protocol - or communications language.

There are many functions which may be need to be performed by a protocol. These range from the specification of connectors, addresses of the communications nodes, identification of interfaces, options, flow control, reliability, error reporting, synchronisation, etc. In practice there are so many different functions, that a set (also known as suite or stack) of protocols are usually defined. Each protocol in the suite handles one specific aspect of the communication.

The protocols are usually structured together to form a layered design (also known as a "protocol stack"). All major telecommunication network architectures currently used or being developed use layered protocol architectures. The precise functions in each layer vary. In each case, however, there is a distinction between the functions of the lower (network) layers, which are primarily designed to provide a connection or path between users to hide details of underlying communications facilities, and the upper (or higher) layers, which ensure data exchanged are in correct and understandable form. The upper layers are sometimes known as "middleware" because they provide software in the computer which convert data between what the applications programs expect, and what the network can transport. The transport layer provides the connection between the upper (applications-oriented) layers and the lower (or network-oriented) layers.
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Fig 3 Overview of layering of protocol functions

(You may click on a layer in this diagram to find out more about the operation of the layer)
The basic idea of a layered architecture is to divide the design into small pieces. Each layer adds to the services provided by the lower layers in such a manner that the highest layer is provided a full set of services to manage communications and run distributed applications. A basic principle is to ensure independence of layers by defining services provided by each layer to the next higher layer without defining how the services are to be performed. This permits changes in a layer without affecting other layers. Prior to the use of layered protocol architectures, simple changes such as adding one terminal type to the list of those supported by an architecture often required changes to essentially all communications software at a site.

4.1. Protocol Stacks

The protocol stacks were once defined using proprietary documentation - each manufacturer wrote a comprehensive document describing the protocol. This approach was appropriate when the cost of computers was very high and communications software was "cheap" in comparison. Once computers became readily available at economic prices, users saw the need to interconnect the computers from different manufacturers using computer networks. It was costly to connect computers with different proprietary protocols, since for each pair of protocols a separate "gateway" product had to be developed. This process was made more complicated in some cases, since variants of the protocol existed and not all variants were defined by published documents.

The Open Systems Interconnection (OSI) architecture has been developed by the International Organisation for Standardisation (ISO) to describe the operation and design of layered protocol architectures. This forms a valuable reference model and defines much of the language used in data communications. 

4.2. Encapsulation of Protocol Data Units

Encapsulation or layering is the addition of Protocol Control Information (PCI) to a Protocol Data Unit (PDU) by a communications protocol. The encapsulation adds headers before the start of a PDU.
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Fig 4 Encapsulation of a SDU by adding a PCI to form a PDU

Encapsulation takes place at each layer of the OSI reference model, and to explain encapsulation OSI defines the concept of a "service" and a Service Data Unit (SDU).
4.3. Encapsulation by each layer of the OSI reference model

The figure below shows the header associated with each of the seven layers of the OSI reference model. When a packet of data is passed by the application process to the layer, the layer processes it. It then prepends a protocol header and passes the packet (together with the header) to the layer below. This layer in turn processes the data and adds an additional new header. Each layer treats the assemblage of information from higher layers as data, and does not worry about its contents.This process continues until the packet reaches the physical layer.

[image: image6.png]Leyer in Architecture Data Unnt

N A
- -




Fig 5 Processing a packet by adding header information at the seven OSI layers

The physical layer serialises the packet (i.e. converts it to a series of bits) and sends it across a cable or telecommunications circuit to the destination (or an intermediate) system. it the receiver, the remote system reassembles the series of bits to form a packet and forwards the packet for processing by the link layer. This removes the link layer header, and passes it to the next layer. The processing continues until finally the original packet data is sent to the remote application program. 
5. TYPES OF COMMUNICATION

("Hop-by-Hop" "Network-wide" and "End-to-End" Communication)
The two lowest layers operate between adjacent systems connected via the physical link and are said to work "hop by hop". The protocol control information is removed after each "hop" across a link (i.e. by each System) and a suitable new header added each time the information is sent on a subsequent hop.

The network layer (layer 3) operates "network-wide" and is present in all systems and responsible for overall co-ordination of all systems along the communications path.

The layers above layer 3 operate "end to end" and are only used in the End Systems (ES) which are communicating. The Layer 4 - 7 protocol control information is therefore unchanged by the IS in the network and is delivered to the corresponding ES in its original form. Layers 4-7 (if present) in Intermediate Systems (IS) play no part in the end-to-end communication.

A detailed example of the interaction between OSI layers is provided in an example.

5.1 Communications Protocols

A communications protocol defines the rules for sending blocks of data (each known as a Protocol Data Unit (PDU)) from one node in a network to another node. Protocols are normally defined in a layered manner and provide all or part of the services specified by a layer of the OSI reference model. A protocol specification defines the operation of the protocol and may also suggest how the protocol should be implemented. It consists of three parts:

1. Definition of Protocol Control Information (PCI) format which forms the PDU header 

2. Definition of procedures for transmitting and receiving PDUs 

3. Definition of services provided by the protocol layers 
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Fig 6 A Protocol Data Unit

The PDUs exchanged have two parts: a header (also known as the Protocol Control Information (PCI)) and a payload (also known as a Service Data Unit (SDU)). The protocol does not define or constrain the data carried in the payload part. It does specify the format of the PCI, defining the fields which are present and the way in which the patterns of bits are to be interpreted.

A protocol also defines the procedures which determine how the PDU will be processed at the transmit and receive nodes. The procedures specify the valid values for the PCI fields, and the action be taken upon reception of each PCI value (usually based on stored control information). Examples of procedures which are implemented in protocols include:

· error recovery (e.g. the checkpoint procedure, the go-back-n procedure) 

· flow control 

· segmentation 

· service access point selection 

· connection management 

The documents which define a protocol procedures are usually large and are seldom concrete (i.e. they may not be directly translated to executable programs). They typically define the actions to be taken when a particular condition is detected, but not how the condition is to be detected. It has been said that "Part of what makes a protocol mature is good implementation guidelines and folklore". The success of the TCP/IP protocol suite is largely due to the "industrial strength" code available in freely distributed reference implementations.
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Fig 7 A protocol implemented by several processes (represented by circles) communicating using queues of PDUs, a shared information area (shown as a rectangle) and function calls between the processes (represented by arrows)

Protocols are usually implemented by writing a number of programs (processes) which communicate with one another through queues and by function calls. One or more timers are also usually required to ensure correct operation of the protocol. To start and stop timers, a protocol normally uses an interface to the computer's operating system. This interface is also used to request new (empty) buffers for received PDUs (or PDUs created by the layer) and to release buffers which are no longer needed by the protocol.

Protocols are generally described using a layered architecture known as the OSI reference model. Which abstracts the details of the protocol and allows a simple description of the service provided by the protocol to the protocol layer above and the service required by protocol layer from the layer below.

Examples of protocols include:

· Link Layer - HDLC, MAC, ARP 

· Network Layer - IP, ICMP 

· Transport Layer - UDP, TCP

6. PACKET SWITCHING

Packet switching is similar to message switching using short messages. Any message exceeding a network-defined maximum length is broken up into shorter units, known as packets, for transmission; the packets, each with an associated header, are then transmitted individually through the network. The fundamental difference in packet communication is that the data is formed into packets with a pre-defined header format (i.e. PCI), and well-known "idle" patterns which are used to occupy the link when there is no data to be communicated.

Packet network equipment discards the "idle" patterns between packets and processes the entire packet as one piece of data. The equipment examines the packet header information (PCI) and then either removes the header (in an end system) or forwards the packet to another system. If the out-going link is not available, then the packet is placed in a queue until the link becomes free. A packet network is formed by links which connect packet network equipment.
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Fig 8 Communication between A and D using circuits which are shared using packet switching.
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Fig 9 Packet-switched communication between systems A and D

(The message in this case has been broken into three parts labeled 1-3)
There are two important benefits from packet switching.

1. The first and most important benefit is that since packets are short, the communication links between the nodes are only allocated to transferring a single message for a short period of time while transmitting each packet. Longer messages require a series of packets to be sent, but do not require the link to be dedicated between the transmission of each packet. The implication is that packets belonging to other messages may be sent between the packets of the message being sent from A to D. This provides a much fairer sharing of the resources of each of the links. 

2. Another benefit of packet switching is known as "pipelining". Pipelining is visible in the figure above. At the time packet 1 is sent from B to C, packet 2 is sent from A to B; packet 1 is sent from C to D while packet 2 is sent from B to C, and packet 3 is sent from A to B, and so forth. This simultaneous use of communications links represents a gain in efficiency, the total delay for transmission across a packet network may be considerably less than for message switching, despite the inclusion of a header in each packet rather than in each message. 
6.1. Routers

A router is an Intermediate System (IS) which operates at the network layer of the OSI reference model. Routers may be used to connect two or more IP networks, or an IP network to an internet connection.

A router consists of a computer with at least two network interface cards supporting the IP protocol. The router receives packets from each interface via a network interface and forwards the received packets to an appropriate output network interface. Received packets have all link layer protocol headers removed, and transmitted packets have a new link protocol header added prior to transmission.

The router uses the information held in the network layer header (i.e. IP header) to decide whether to forward each received packet, and which network interface to use to send the packet. Most packets are forwareded based on the packet's IP destination address, along with routing information held within the router in a routing table. Before a packet is forwarded, the processor checks the Maximum Transfer Unit (MTU) of the specified interface. Packets larger than the interface's MTU must be fragmented by the router into two or more smaller packets. If a packet is received which has the Don't Fragment (DF) bit set in the packet header, the packet is not fragmented, but instead discarded. In this case, an ICMP error message is returned to the sender (i.e. to the original packet's IP source address) informing it of the interface's MTU size. This forms the basis for Path MTU discovery (PMTU).

The routing and filter tables resemble similar tables in link layer bridges and switches. Except, that instead of specifying link hardware addresses (MAC addresses), the router table sepcify network (IP addresses). The routing table lists known IP destination addresses with the appropraite network interface to be used to reach that destiantion. A default entry may be specified to be used for all addresses not explicitly defined in the table. A filter table may also be used to ensure that unwanted packets are discarded. The filter may be used to deny access to particular protocols or to prevent unauthorised access from remote computers by discarding packets to specified destination addresses.

A router forwards packets from one IP network to another IP network. Like other systems, it determines the IP network from the logical AND of an IP address with the associated subnetwork address mask. One execption to this rule is when a router receives an IP packet to a network broadcast address. In this case, the router discards the packet. Forwarding broadcast packet can lead to severe storms of packets, and if uncontrolled could lead to network overload.

A router introduces delay (latency) as it processes the packets it receives. The total delay observed is the sum of many components including:

· Time taken to process the frame by the data link protocol 

· Time taken to select the correct output link (i.e. filtering and routing) 

· Queuing delay at the output link (when the link is busy) 

· Other activities which consume processor resources (computing routing tables, network management, generation of logging information) 

The router queue of packets waiting to be sent also introduces a potential cause of packet loss. Since the router has a finite amount of buffer memory to hold the queue, a router which receives packets at too high a rate may experience a full queue. In this case, the router ahs no other option than to simply discard excess packets. If required, these may later be retransmitted by a transport protocol.
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Fig 10 Architecture of a router
Routers are often used to connect together networks which use different types of links (for instance an HDLC link connecting a WAN to a local Ethernet LAN). The optimum (and maximum) packet lengths (i.e. the maximum transmission unit (MTU)) is different for different types of network. A router may therefore uses IP to provide segmentation of packets into a suitable size for transmission on a network.

Associated protocols perform network error reporting (ICMP), communication between routers (to determine appropriate routes to each destination) and remote monitoring of the router operation (network management).

The operation of a simple modern router is described on a separate page. If you want to know how the router actually works click HERE.

6.2. Ethernet

In 1985, the Institute of Electrical and Electronic Engineers (IEEE) in the United States of America, produced a series of standards for Local Area Networks (LANs) called the IEEE 802 standards. These have found widespread acceptability and now form the core of most LANs. One of the IEEE 802 standards, IEEE 802.3, is a standard known as "Ethernet". This is the most widely used LAN technology in the world today. Ethernet was developed by the Xerox Corporation's Palo Alto Research Centre (known colloquially as Xerox PARC) in 1972 and was probably the first true LAN to be introduced. Although IEEE 802.3 differs somewhat from the original standard (the "blue book" defined in September 1980) it is very similar, and both sets of standards may be used with the same LAN.

The IEEE standards have been adopted vy the International Standards Organisation (ISO), and is standardised in a series of standards known as ISO 8802-3. ISO was created in 1947 to construct world-wide standards for a wide variety of Engineering tasks. Adoption of ISO standards allows manufacturers to produce equipment which is guarented to operate anywhere it is finally used. ISO standards tend to be based on other standards (such as those produced by the IEEE), the only problem is that the ISO standards tend to be issued later, and are therefore less up to date.

The simplest form of Ethernet uses a passive bus operated at 10 Mbps. The bus is formed from a 50 Ohm co-axial cable which connects all the computers in the LAN. A single LAN may have up to 1024 attached systems, although in practice most LANs have far fewer. One or more pieces of coaxial cable are joined end to end to create the bus, known as an "Ethernet Cable Segment". Each segment is terminated at both ends by 50 Ohm resistors (to prevent reflections from the discontinuity at the end of the cable) and is also normally earthed at one end (for electrical safety). Computers may attach to the cable using transceivers and network interface cards.
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Fig 11 An Ethernet LAN consisting of three computers joined by a shared coaxial cable

Frames of data are formed using a protocol called Medium Access Control (MAC), and encoded using Manchester line encoding. Ethernet uses a simple Carrier-Sense Multiple Access protocol with Collision Detection (CSMA/CD) to prevent two computers trying to transmit at the same time (or more correctly to ensure both computers retransmit any frames which are corrupted by simultaneous transmission).

Ethernet LANs may be implemented using a variety of media (not just the coaxial cable described above). The types of media segments supported by Ethernet are:

· 10B5 Low loss coaxial cable (also known as "thick" Ethernet) 

· 10B2 Low cost coaxial cable (also known as "thin" Ethernet) 

· 10BT Low cost twisted pair copper cable (also known as Unshielded Twisted Pair (UTP)) 

· 10BF Fibre optic cable 

The network design rules for using these types of media are summarised below:

	 Segment type
	Max Number of systems per cable segment
	Max Distance of a cable segment

	 10B5 (Thick Coax)
	100
	500 m

	 10B2 (Thin Coax)
	30
	185 m

	 10BT (Twisted Pair)
	2
	100 m

	 10BFL (Fibre Optic)
	2
	2000 m


Network Design Rules for Different types of Cable
There is also a version of Ethernet which operates using twisted pair cabling or fibre optic links at 100 Mbps and at 1 Gbps. 100 Mbps networks may operate full duplex (using a Fast Ethernet Switch) or half duplex (using a Fast Ethernet Hub). 1 Gbps networks usually operate between a pair of Ethernet Switches. Many LANs combine the various speeds of operation using dual-speed switches which allow the same switch to connect some ports to one speed of network, and other ports at another speed. The higher speed ports are usually used to connect switches to one another.

(N.B. It is not possible to have a dual-speed hub, since a hub does not store and forward frames, however a number of manufacturers sell products they call "dual-speed hubs". In fact, such devices contain both a 10 Mbps and a 100 Mbps hubs, interconnected by a store-and-forward bridge.)

6.3. Local Area Network

The Local Area Network (LAN) is by far the most common type of data network. As the name suggests, a LAN serves a local area (typically the area of a floor of a building, but in some cases spanning a distance of several kilometers). Typical installations are in industrial plants, office buildings, college or university campuses, or similar locations. In these locations, it is feasible for the owning Organisation to install high quality, high-speed communication links interconnecting nodes. Typical data transmission speeds are one to 100 megabits per second.

A wide variety of LANs have been built and installed, but a few types have more recently become dominant. The most widely used LAN system is the Ethernet system developed by the Xerox Corporation.

Intermediate nodes (i.e. repeaters, bridges and switches) allow LANs to be connected together to form larger LANs. A LAN may also be connected to another LAN or to WANs and MANs using a "router".

In summary, a LAN is a communications network which is:

· local (i.e. one building or group of buildings) 

· controlled by one administrative authority 

· assumes other users of the LAN are trusted 

· usually high speed and is always shared 

LANs allow users to share resources on computers within an organisation, and may be used to provide a (shared) access to remote organisations through a router connected to a Metropolitan Area Network (MAN) or a Wide Area Network (WAN).
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Fig 12 Networking Equipment at the centre of a LAN

The photograph shows some of the networking equipment at the centre of the LAN used by the Communications Group in the Department of Engineering. Unshielded Twisted Pair cabling (UTP) enters the rack from the five research laboratories and is terminated on the patch panel (housed in the bottom box). Each outlet is connected via a coloured patch lead to either a 10 or 100 Mbps Ethernet Switch (blue, above the patch panels).

Access to the remainder of the campus network is controlled via a TCP/IP Internet Router (blue, with cables connected at the rear). A second switch/router may be used to connect other equipment (white) forming separate experimental test LANs. The two smaller boxes on top are Ethernet Hubs for connecting groups of workstations, similar hubs also provide connection for the fibre optic links to other parts of the University. 

6.4. Wide Area Networks (WANs)

The term Wide Area Network (WAN) usually refers to a network which covers a large geographical area, and use communications circuits to connect the intermediate nodes. A major factor impacting WAN design and performance is a requirement that they lease communications circuits from telephone companies or other communications carriers. Transmission rates are typically 2 Mbps, 34 Mbps, 45 Mbps, 155 Mbps, 625 Mbps (or sometimes considerably more). 
Numerous WANs have been constructed, including public packet networks, large corporate networks, military networks, banking networks, stock brokerage networks, and airline reservation networks. Some WANs are very extensive, spanning the globe, but most do not provide true global coverage. Organisations supporting WANs using the Internet Protocol are known as Network Service Providers (NSPs). These form the core of the Internet. 
By connecting the NSP WANs together using links at Internet Packet Interchanges (sometimes called "peering points") a global communication infrastructure is formed. NSPs do not generally handle individual customer accounts (except for the major corporate customers), but instead deal with intermediate organisations whom they can charge for high capacity communications. They generally have an agreement to exchange certain volumes of data at a certain "quality of service" with other NSPs. So practically any NSP can reach any other NSP, but may require the use of one or more other NSP networks to reach the required destination. NSPs vary in terms of the transit delay, transmission rate, and connectivity offered.
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Fig 13 Typical "mesh" connectivity of a Wide Area Network

A typical network is shown in the figure above. This connects a number of End Systems (ES) (e.g. A, C, H, K) and a number of Intermediate Systems (IS) (e.g. B, D, E, F, G, I, J) to form a network over which data may be communicated between the End Systems (ES). 

The characteristics of the transmission facilities lead to an emphasis on efficiency of communications techniques in the design of WANs. Controlling the volume of traffic and avoiding excessive delays is important. Since the topologies of WANs are likely to be more complex than those of LANs, routing algorithms also receive more emphasis. Many WANs also implement sophisticated monitoring procedures to account for which users consume the network resources. This is, in some cases, used to generate billing information to charge individual users.
6.5. Metropolitan Area Networks (MANs)

A Metropolitan Area Network (MAN) is one of a number of types of networks (see also LAN and WAN). A MAN is a relatively new class of network, it serves a role similar to an ISP, but for corporate users with large LANs. There are three important features which discriminate MANs from LANs or WANs:

1. The network size falls intermediate between LANs and WANs. A MAN typically covers an area of between 5 and 50 km diameter. Many MANs cover an area the size of a city, although in some cases MANs may be as small as a group of buildings or as large as the North of Scotland. 

2. A MAN (like a WAN) is not generally owned by a single organisation. The MAN, its communications links and equipment are generally owned by either a consortium of users or by a single network provider who sells the service to the users. This level of service provided to each user must therefore be negotiated with the MAN operator, and some performance guarantees are normally specified. 

3. A MAN often acts as a high speed network to allow sharing of regional resources (similar to a large LAN). It is also frequently used to provide a shared connection to other networks using a link to a WAN.

A typical use of MANs to provide shared access to a wide area network is shown in the figure below:
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Fig 14 Use of MANs to provide regional networks which share the cost of access to a WAN 

7. MEDIUM ACCESS CONTROL (MAC)

The Medium Access Control (MAC) protocol is used to provide the data link layer of the Ethernet LAN system. The MAC protocol encapsulates a SDU (payload data) by adding a 14 byte header (Protocol Control Information (PCI)) before the data and appending a 4-byte (32-bit) Cyclic Redundancy Check (CRC) after the data. The entire frame is preceded by a small idle period (the minimum inter-frame gap, 9.6 microsecond (µS)) and a 8 byte preamble.

7.1. Preamble

The purpose of the idle time before transmission starts is to allow a small time interval for the receiver electronics in each of the nodes to settle after completion of the previous frame. A node starts transmission by sending an 8 byte (64 bit) preamble sequence. This consists of 62 alternating 1's and 0's followed by the pattern 11. Strictly speaking the last byte which finished with the '11' is known as the "Start of Frame Delimiter". When encoded using Manchester encoding, at 10 Mbps, the 62 alternating bits produce a 5 MHz square wave.

The purpose of the preamble is to allow time for the receiver in each node to achieve lock of the receiver Digital Phase Lock Loop which is used to synchronise the receive data clock to the transmit data clock. At the point when the first bit of the preamble is received, each receiver may be in an arbitrary state (i.e. have an arbitrary phase for its local clock). During the course of the preamble it learns the correct phase, but in so doing it may miss (or gain) a number of bits. A special pattern (11), is therefore used to mark the last two bits of the preamble. When this is received, the Ethernet receive interface starts collecting the bits into bytes for processing by the MAC layer.

Header
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Fig 15 MAC encapsulation of a packet of data

The header consists of three parts:

· A 6-byte destination address, which specifies either a single recipient node (unicast mode), a group of recipient nodes (multicast mode), or the set of all recipient nodes (broadcast mode). 

· A 6-byte source address, which is set to the sender's globally unique node address. This may be used by the network layer protocol to identify the sender, but usually other mechanisms are used (e.g. arp). Its main function is to allow address learning which may be used to configure the filter tables in a bridge. 
· A 2-byte type field, which provides a Service Access Point (SAP) to identify the type of protocol being carried (e.g. the values 0x0800 is used to identify the IP network protocol, other values are used to indicate other network layer protocols). In the case of IEEE 802.3 LLC, this may also be used to indicate the length of the data part. Th type field is also be used to indicate when a Tag field is added to a frame.
7.2. CRC

The 32-bit CRC added at the end of the frame provides error detection in the case where line errors (or transmission collisions in Ethernet) result in corruption of the MAC frame. Any frame with an invalid CRC is discarded by the MAC receiver without further processing. The MAC protocol does not provide any indication that a frame has been discarded due to an invalid CRC.

Inter Frame Gap

After transmission of each frame, a transmitter must wait for a period of 9.6 microseconds (at 10 Mbps) to allow the signal to propagate through the receiver electronics at the destination. This period of time is known as the Inter-Frame Gap (IFG). While every transmitter must wait for this time between sending frames, receivers do not necessarily see a "silent" period of 9.6 microseconds. The way in which repeaters operate is such that they may reduce the IFG between the frames which they regenerate.

7.3. CSMA /CD

The Carrier Sense Multiple Access (CSMA) with Collision Detection (CD) protocol is used to control access to the shared Ethernet medium.

Receiver Processing Algorithm
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7.4. A Runt Frame

Any frame which is received and which is less than 64 bytes is illegal, and is called a "runt". In most cases, such frames arise from a collision, and while they indicate an illegal reception, they may be observed on correctly functioning networks. A receiver must discard all runt frames.

7.5. A Giant Frame

Any frame which is received and which is greater than the maximum frame size, is called a "giant". In theory, the jabber control circuit in the transceiver should prevent any node from generating such a frame, but certain failures in the physical layer may also give rise to over-sized Ethernet frames. Like runts, giants are discarded by an Ethernet receiver.

7.6. A Misaligned Frame

Any frame which does not contain an integral number of received octets (bytes) is also illegal. A receiver has no way of knowing which bits are legal, and how to compute the CRC-32 of the frame. Such frames are therefore also discarded by the Ethernet receiver.

Other Issues
The Ethernet standard dictates a minimum size of frame, which requires at least 46 bytes of data to be present in every MAC frame. If the network layer wishes to send less than 46 bytes of data the MAC protocol adds sufficient number of zero bytes (0x00, is also known as null padding characters) to satisfy this requirement. The maximum size of data which may be carried in a MAC frame using Ethernet is 1500 bytes (this is known as the MTU in IP).

A protocol known as the "Address Resolution Protocol" (arp) is used to identify the MAC source address of remote computers when IP is used over an Ethernet LAN.
8. NETWORK INTERFACE CARD

A network interface card is used to connect a computer to an Ethernet network. The card (shown in the figure below) provides an interface to the media. This may be either using an external transceiver (as shown) or through an internal integrated transceiver mounted on the network interface card PCB. The card usually also contains the protocol control firmware and Ethernet Controller needed to support the Medium Access Control (MAC) data link protocol used by Ethernet.
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Fig 16 Network Interface Card for connection of a computer to an Ethernet Network

There is also a page showing examples of various types of networking equipment, include NICs for Ethernet.
Ethernet source address

Each network interface card is assigned an Ethernet source address by the manufacturer of the network interface card (this is normally stored in a PROM on the network interface card). The addresses are globally unique, and are assigned in blocks of 16 (or 8) million address to the Ethernet interface manufacturers, according to a flat addressing structure. This ensures that no two Ethernet network interface will ever have the same source address.

9. INTERNET CONTROL MESSAGE PROTOCOL (ICMP)

The Internet Control Message Protocol (ICMP) [RFC792] protocol is classic example of a client server application. The ICMP server executes on all IP end system computers and all IP intermediate systems (i.e routers). The protocol is used to report problems with delivery of IP datagram within an IP network. It can be sued to show when a particular End System (ES) is not responding, when an IP network is not reachable, when a node is overloaded, when an error occurs in the IP header information, etc. The protocol is also frequently used by Internet managers to verify correct operations of End Systems (ES) and to check that routers are correctly routing packets to the specified destination address.
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ICMP messages generated by router R1, in response to message sent by H0 to H1 and forwarded by R0. This message could, for instance be generated if the MTU of the link between R0 and R1 was smaller than size of the IP packet, and the packet had the Don't Fragment (DF) bit set in the IP packet header.The ICMP message is returned to H0, since this is the source address specified in the IP packet that suffered the problem.
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Fig 17 An ICMP message consisting of 4 bytes of PCI and an optional message
The format of an ICMP message is shown above. The 8-bit type code identifies the types of message. In this case two types of message are involved the ECHO request (sent by the client) and the ECHO reply (the response by the server). Each message may contain some optional data. When data are sent by a server, the server returns the data in the reply which is generated. ICMP packets are encapsulated in IP for transmission across an internet.

It is the responsibility of the network layer (IP) protocol to ensure that the ICMP message is sent to the correct destination. This is achieved by setting the destination address of the IP packet. The source address is set to the address of the computer generating the ICMP ECHO request and the IP protocol type is set to "ICMP" to indicate that the packet is to be handled by the remote end system's ICMP server program.

The figure below shows the encapsulation over an Ethernet LAN using an IP network layer header, and a MAC link layer header and trailer containing the 32-bit checksum:
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Fig 18 Encapsulation for a complete ICMP packet (neglecting the Ethernet preamble) 

The "ping" program contains a client interface to ICMP. It may be used by a user to verify an end-to-end Internet Path is operational. The ping program also collects performance statistics (i.e. the measured round trip time and the number of times the remote server fails to reply. Each time an ICMP echo reply message is received, the ping program displays a single line of text. The text printed by ping shows the received sequence number, and the measured round trip time (in milliseconds). Each ICMP Echo message contains a sequence number (starting at 0) that is incremented after each transmission, and a timestamp value indicating the transmission time.
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Fig 19 Use of the ping program to test whether the computer "sysa" is operational.

The operation of ICMP is illustrated in the frame transition diagram shown above. In this case there is only one Intermediate System (IS) (router).

The "traceroute" program also contains a client interface to ICMP. Like the "ping" program, it may be used by a user to verify an end-to-end Internet Path is operational, but also provides information on each of the Intermediate Systems (i.e. IP routers) to be found along the IP Path from the sender to the receiver. Traceroute uses ICMP echo messages. These are addressed to the target IP address. The sender manipulates the TTL (hop count) value at the IP layer to force each hop in turn to return an error message.

· The program starts by sending an ICMP Echo request message with an IP destination address of the system to be tested and with a Time To Live (TTL) value set to 1. The first system that receives this packet decrements the TTL and discards the message, since this now has a value of zero. Before it deletes the message, the system constructs an ICMP error message (with an ICMP message type of "TTL exceeded") and returns this back to the sender. Receipt of this message allows the sender to identify which system is one link away along the path to the specified destination. 

· The sender repeats this two more times, each time reporting the system that received the packet. If all packets travel along the same path, each ICMP error message will be received from the same system. Where two or more alternate paths are being used, the results may vary. 

· If the system that responded was not the intended destination, the sender repeats the process by sending a set of three identical messages, but using a TTL value that is one larger than the previous attempt. The first system forwards the packet (decrementing the TTL value in the IP header), but a subsequent system that reduces the TTL value to zero, generates an ICMP error message with its own source address. In this way, the sender learns the identity of another system along the IP path to the destination. 

· This process repeats until the sender receives a response from the intended destination (or the maximum TTL value is reached). 

· Some Routers are configured to discard ICMP messages, while others process them but do not return ICMP Error Messages. Such routers hide the "topology" of the network, but also can impact correct operation of protocols. Some routers will process the ICMP Messages, providing that they do not impose a significant load on the routers, such routers do not always respond to ICMP messages. When "traceroute" encounters a router that does not respond, it prints a "*" character. 

10. CONCLUSION

An Ethernet network uses two hardware addresses which identify the source and destination of each frame sent by the Ethernet. The destination address (all 1's) may also identify a broadcast packet (to be sent to all connected computers). The hardware address is also known as the Medium Access Control (MAC) address, in reference to the standards which define Ethernet. Each computer network interface card is allocated a globally unique 6 byte link address when the factory manufactures the card (stored in a PROM). This is the normal link source address used by an interface. A computer sends all packets which it creates with its own hardware source link address, and receives all packets which match the same hardware address in the destination field or one (or more) pre-selected broadcast/multicast addresses. 
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