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Abstract—In real time applications signal characteristic and signal noise cannot be determined and predicted which makes very hard while designing digital filters for noise suppression. To outstrip these problem adaptive filters are preferable in which filter coefficients are designed based on the situation by using adaptive algorithms. In this paper a simulator containing adaptive algorithms(Least Mean Square(LMS), Normalized Least Mean Square(NLMS), Recursive Least Square(RLS) , Signed Least Mean Square(SLMS), Signed Normalized Least Mean Square(SNLMS)) using different applications was developed in MATLAB using Graphical User Interphone(GUI). Performance of all algorithms had been observed and some of the results obtained for different applications had been depicted by using real time noise corrupted voice signal. This proposed simulator helps the end user for depicting and comparing adaptive algorithms for real time applications. Pros and cons of each algorithm are observed manually without any motive of mathematical and paper results.
Keywords-Adaptive Algorithms; Matlab GUI; Adaptive line enhancer; System Identification; Adaptive Noise Canceller. 
I.  Introduction  
In this fast moving world, it is very difficult and time consuming for the user to observe the things separately for making a decision regarding his requirement. For making the user requirement in a simple and most friendly way in the area of adaptive filters, (even here the user has a problem in deciding which algorithms he/she should use for an application) we came up with a simulator in which the user can view and compare the output of a different algorithms for his requirement and can choose among the best. A simulator has been designed to make his requirement in a very easy way.  

In this project a study of all the algorithms like Least Mean squire (LMS), Normalized Least Mean Squire (NLMS), Leaky Least Mean Squire (LLMS), Recursive Least Squire (RLS), Sign Least Mean Squire, Sign Normalized Least mean Squire has been performed. The performances and results of each application like Adaptive Line Enhancer, Adaptive Noise Canceller and System Identification by applying each algorithm can be performed  using the template shown in the Figure. 1. Matlab Graphical User Interface (GUI) [4] is used for designing the template.  GUI is an user friendly interface where the user can observe the desired signal, estimated signal, output signal, convergence of coefficients and learning curve in a deigned window by entering the desired values and selecting the algorithm and application. The basic application structures are introduced and some of the classical "real-world" applications linked to these applications. Different set of signals like stationary or Non-stationary signal is selected  based on requirement. By selecting the algorithm providing required values the estimated signal, output signal and original signal’s are observed and the convergence of coefficient and learning curve can also be observed needed desired selection from the dropdown. Performances of each algorithm for each application the user will come to a decision in a easy way regarding the performances of each  algorithm and which factors are playing a vital role in these changes and can perfectly justify which algorithm is suitable for his application. Keen observation is done for measuring the performance of each algorithm for all applications mentioned in paper. This observation helps the user to perfectly justify which algorithm is suitable for his application.
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Figure 1.   Designed Template for demonstrating Adaptive Algorithms 
II. Algorithms
The main goal of designing an adaptive filter is to find a vector at time instant n, which would minimize the mean square error.
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A. Least-Mean-Square(LMS) Algorithm
 The LMS algorithm, as well as others related to it is widely used in various applications of adaptive filtering due to its computational simplicity. The convergence characteristics of the LMS algorithm are examined in order to establish a range for the convergence factor that will guarantee stability. The convergence speed of the LMS is shown to be dependent on the Eigen value spread of the input signal correlation matrix [1]. The main features that attracted the use of the LMS algorithm are low computational complexity.  The update equation for the least mean square (LMS)  is given by
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Here   e(k)X(k)  is the estimate of the gradient of  Ɛ(k) and µ is known as the step size and it is computed as
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B. Leaky Lms (Llms) Algorithm
The main difference between leaky LMS and common LMS algorithm is the introduction of  Ɣ  into the autocorrelation matrix of the input signal X (k). One of the main situation in this algorithm is  the autocorrelation matrix of the filter input signal is ill conditioned, which means it has Eigen values close to zero. From the point of formula one can observe the following differences. The update equation for the leaky LMS (LLMS) algorithm is given by
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Here Ɣ is the leakage coefficient which has limits        

0 < Ɣ <<1

where γ helps in forcing the filter coefficients to zero if either error e(n) or the input x(n) becomes zero. Large leaky factor results in large study state error [1].

C. Normalized Lms Algorithm
To increase the speed of the LMS algorithm without using the estimates of the input signal correlation matrix, a variable convergence factor is a natural solution. Normalized LMS algorithm usually converges faster than the LMS algorithm since, it utilizes a variable convergence factor aiming at the minimization of the instantaneous output error.

The updating equation of the LMS algorithm can employ a variable convergence factor in order to improve the convergence rate[1]. In this case the updating formula is expressed as 
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 The updating equation for the LMS algorithm for variable convergence factor is given by 
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NLMS algorithm becomes same as LMS except NLMS has time variable step size, where the step size increases the convergence speed. Using a fixed convergence factor is introduced in the updating formula in order to control the misadjustment, since all the derivations are based on the instantaneous values of the squared errors and not on the MSE. Also a parameter ε should be included in order to avoid large step sizes when  becomes small. The coefficient updating equation  is then given by 
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D. Recursive Least Squares (Rls) Algorithm
The RLS algorithm utilizes least squares approach, it minimizes least square error. Strictly speaking it minimizes error between least squares and mean squares. RLS minimizes weighted least square error at time ‘n’ given by the equation  
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Least-squares algorithms aim at the minimization of the sum of the squares of the difference between the desired signal and the model filter output. When new samples of the incoming signals are received at every iteration, the solution for the least squares problem can be computed in recursive form resulting in the recursive least-squares (RLS) algorithms. The RLS algorithms are known to pursue fast convergence when the Eigen value spread of the input signal correlation matrix is large. These algorithms have excellent performance when working in time varying environments [1].
E. Sign LMS Algorithm
Sign-sign algorithm is another way of the simplification to reduce the complexity. The sign–sign algorithm is equivalent to the LMS algorithm with a step size that is inversely proportional to the magnitude of the error as well as data. In this algorithm, the LMS coefficient update equation is modified by applying the sign operator to both the error e(k) and data X(k). Assuming the x(k) and d(k) are real valued processes, weight update equation of signal error algorithm is
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 Where           
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Unlike any other algorithm, whether or not, sign-sign LMS converges is independent of the magnitude of the step size [1]. Sign-LMS  algorithm has fewer multiplication operations than other algorithm. It has slower convergence speed and great study state error compared to normal LMS algorithm.
III. Applications

A. Adaptive Noise Canceller
One of the most common practical applications of adaptive filters is noise cancellation. The Application of Adaptive Noise Canceller (ANC) is to remove the noise from signal. The concept of Adaptive Noise Cancelling, an alternative method of estimating signals corrupted by additive noise or interference. The method uses a ‘primary; input containing the corrupted signal and a reference input containing noise correlated in some unknown way with the primary noise. The reference input is adaptively filtered and subtracted from the primary input to obtain the signal estimate [1]. The structure of an ANC is illustrated in Figure. 2 and Figure. 3 illustrates ANC using LMS algorithm.
[image: image22.emf]
Figure 2.  Block diagram of Adaptive Noise Canceller 
[image: image23.emf]
Figure 3.   Output of 15th order LMS Adaptive Noise Canceller with step size µ=0.02
B. Adaptive Line Enhancement
 The structure of an adaptive line enhancer or adaptive notch filter is illustrated in Figure. 4
[image: image24.emf]
Figure 4.  Block diagram of Adaptive Line Enhancement
After digitalizing, the input signal x(n) composed of a harmonic signal s(n) plus broadband background noise v(n); goes into two channels. One is treated as the expected signal to an adaptive filter. The other goes through a decorrelation delay m and then acts as a reference input signal to the adaptive filter. The adaptive filter will adjust its own weights according to the principle of least mean square error between its output and the expected signal. After the optimum processing of the adaptive iteration, the output y(n) of the ALE system will suppress the wide band noise, and meanwhile enhance the harmonic  signal, which is called ‘‘the adaptive line enhancer’’[1]. Figure. 5 illustrates ALE using LMS algorithm
[image: image25.emf]
Figure 5.   Output of 15th order LMS Adaptive Line Enhancement with step size µ=0.02 

C. System Identification
System identification is experimental approach to the modeling of a process for a plant. In the class of applications dealing with identification, an Adaptive filter is used to provide a linear model that represents the best replacement to unknown plant. The plant and the adaptive filter are driven by same input. The plant output supplies the desired response for the adaptive filter. If the plant is dynamic in nature, the model will be time varying [1]. The distinguishing characteristic of the system identification application is that the input of the adaptive filter is noise free and the desired response is corrupted by additive noise that is uncorrelated with the input signal. In signal-processing applications, the goal is to obtain a good estimate of the desired response according to the adopted criterion of performance. The structure of an ANC is illustrated in Figure. 6 and Figure. 7 illustrates ANC using LMS algorithm.
[image: image26.emf]
Figure 6.  Block diagram of system Identification

[image: image27.emf]
Figure 7.  Output of 12th order LMS System Identification with step size µ=0.02

IV. Results
[image: image28.emf] 
Figure 8.  Output of Adaptive Noise Canceller using LLMS algorithm

Figure. 8 shows the output of Adaptive Noise Canceller using LLMS algorithm with order 14, Mu=0.02 and gamma 0.03Using stationary signal with order 10000 and the output is taken for convergence of coefficients.
[image: image29.emf]
Figure 9.  Output of System Identification using RLS algorithm
Figure. 9 shows the output of System Identification using RLS algorithm with Order 11 using stationary signal with order 10000 and the output is taken for the Error signal.
[image: image30.emf]
Figure 10.  Output of Adaptive Line Enhancer using NLMS algorithm
 Figure. 10 shows the output of Adaptive Line Enhancer using NLMS algorithm with Beta 0.01, Order 15, using Non-stationary signal-2 and the output is taken for Convergence of coefficients.
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Figure 11.  Output of Noise canceller using Signed LMS algorithm
Figure. 11shows the output of a Signed LMS algorithm using Noise Canceller with a step size µ = 0.02, order 15 by selecting the Non-stationary signal-1 and the output is taken Convergence of coefficients.
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Figure 12.  Output of Adaptive Line Enhancer using Sign-NLMS algorithm
Figure. 12 shows the output of Adaptive Line Enhancer using Sign-NLMS algorithm with beta 0.01 and Order 15 by using Non-stationary 2 signal with simulation length 10000 and the output is taken for Error signal.
[image: image33.emf]
Figure 13.    Output of System Identification using LMS algorithm
Figure. 13 shows the output of System Identification using LMS algorithm with order 15 and mu 0.02 using Non-stationary signal with order 10000 and the output is taken for the Error signal.
V. Conclusion

In real time signal processing applications the part played by adaptive filters are requisite. Opting most beneficial algorithm for the application plays a crucial role in system performance. For this reason a study of Adaptive algorithms has been performed and the performance of each application can be observed by using each and every algorithms mentioned in the simulator. Regarding the pros and cons of each algorithm is observed by using simulator. Using the simulator we prepared it becomes handy for the user to compare the outputs of different algorithms and can choose the best among them according to his use.
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