Topic:-

Optical Character Recognition Using Neural Networks
Abstract:-

This report explores the application of neural networks to the problem of identifying optically scanned characters in an automated manner. 

Input:- scanned images of printed text.
Classification:-Use input values to determine the classification. i.e. is the input the letter A?  
                                                                                                                                   Data Filtering:-Smooth an input signal. 
i.e. noise filtering if any.     
Output:-Computer readable version of input contents.
There are several existing solutions to perform this task for English text. The potential benefits of this approach are its flexibility, since it makes no prior assumptions on the language of the text, and it should be possible to extend it to other alphabets.
Introduction:-
We humans have the ability for optical character recognition. In other words, we can differentiate between different characters and recognize them as an A, or B and so on. Can we imbed such ability in software and if we can, how can we?
If we try to understand what exactly happens when we are reading, we will realize that when we see the printed paper an image gets formed on the retina of the eye, some signals are sent to the brain and the brain cells called neurons have something called as intelligence due to which they can recognize the characters.
Now, if we simulate this behavior in software, what we would be actually doing is creating artificial intelligence. This filed of artificial intelligence, which simulates the behavior of a biological neural network in order to perform intelligent tasks, is called artificial neural networks. A typical artificial neural network looks as shown in figure-1.
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                                     Figure-1

Body:-
What is character recognition:-

The technology of using a machine to sense and encode into a machine language the characters which are originally written or printed by human beings.

What is Optical character recognition(OCR):-
 It is usually abbreviated to OCR, is the mechanical or electronic translation of scanned images of handwritten, typewritten or printed text into machine-encoded text. It is widely used to convert books and documents into electronic files, to computerize a record-keeping system in an office, or to publish the text on a website. 
OCR makes it possible to edit the text, search for a word or phrase, store it more compactly, display or print a copy free of scanning artifacts, and apply techniques such as machine translation, text-to-speech and text mining to it. OCR is a field of research in pattern recognition, artificial intelligence and computer vision.
OCR systems require calibration to read a specific font; early versions needed to be programmed with images of each character, and worked on one font at a time. "Intelligent" systems with a high degree of recognition accuracy for most fonts are now common. Some systems are capable of reproducing formatted output that closely approximates the original scanned page including images, columns and other non-textual components.
What is Neural Network System:-

A neural network is a powerful data modeling tool that is able to capture and represent complex input/output relationships. The motivation for the development of neural network technology stemmed

From the desire to develop an artificial system that could perform "intelligent" tasks similar to those performed by the human brain. Neural networks resemble the human brain in the following two ways: they acquire knowledge through learning, and the knowledge is stored within inter-neuron connection strengths known as synaptic weights. The true power and advantage of neural networks lies in their ability to represent both linear and non-linear relationships and in their ability to learn these relationships directly from the data being modeled. Traditional linear models are simply inadequate when it comes to modeling data that contains non-linear characteristics. This could be well understood through the figure-2 given below.
[image: image2.emf]                          
Figure-2:- (Diagram of 4-layer perception with two hidden layers)                   

The most common neural network model is known as a supervised network because it requires a desired output in order to learn.
The inputs are fed into the input layer and get multiplied by interconnection weights as they are passed from the input layer to the first hidden layer. Within the first hidden layer, they get summed then processed by a nonlinear function (usually the hyperbolic tangent). As the processed data leaves the first hidden layer, again it gets multiplied by interconnection weights, then summed and processed by the second hidden layer. Finally the data is multiplied by interconnection weights then processed one last time within the output layer to produce the neural network output.
Neural networks, with their remarkable ability to derive meaning from complicated or imprecise data, can be used to extract patterns and detect trends that are too complex to be noticed by either humans or other computer techniques. A trained neural network can be thought of as an "expert" in the category of information it has been given to analyze.
Test application:-

1. To generate initial receptors set. On application startup it's already generated, so it can skip this step, if are not planning to change the initial amount of receptors or the filtered amount.

2. Select fonts, which will be used for teaching network. Let it be the regular Arial font for the first time.

3. Generate data. In this step the initial training data will be generated.

4. Filter data. In this step the initial receptors set as well as the training data will be filtered.

5. Create network - a neural network will be created.

6. Train network - neural networks training
Algorithm:-
[image: image3.png]Obtain boundary of image from image matrix
\/

cropping or clipping of image
N/
Rotation of the image
Resizing of the image
Identify the strongest curve

Compair each by the character taken

Add the aspect ratio of the graph
2

Finally,recognised character





Algorithm:- How to do it?

There is no single obvious choice of features. I decided to base my features on identifiable regular parabolic curves in the image.

Step 1:- 
Obtain boundary of image from image matrix, flag as

Boundary points background pixels (0) in the image which have at least one neighbour in the foreground (1).

Step 2:- 
Loop through each of these boundary points, and figure out the `best' parabola passing through that point fitting the boundary locally. For each point, this involves

 a) Decide the `orientation' of the boundary at that point by fitting a straight line through points in a small neighborhood of that point.
b) Rotate the image by an angle to make this line horizontal, and fit a quadratic regression line to the previously identified neighboring points.
c) Determine points in the boundary those are `close' to this fitted quadratic curve (using a predetermined threshold).

Update the quadratic curve by refitting it using all the points thus identified.

Repeat this update using `close' points 2 more times.

Hope that the curve thus identified closely approximates the curvature of the boundary at that point. Note that it is perfectly all right if this doesn't work as expected for all points, since for points common to a single curve, it is enough that this works for at least some of these points.
d) Sharpening of image (basically it is conversion of colored image to grayscale)

Basically summarizing the above in step 2 we have to perform the following steps-


• Rotation of image (in matlab*).

• Cropping or clipping (in matlab).

• Resizing (in matlab).
*matlab is being used as the programming language of this research paper.
Step 3:- (Identify `strongest' curve):-
a) Order the points by the number of other boundary points ‘close’ to the best curve through that point.

 Record the angle of rotation and the quadratic coefficient of the curve as features (the linear coefficient is close to 0 because of the rotation)

b) We don't want the same curve to be identified again, so we leave out all points identified as being `close' to the first curve, and re-evaluate the `strengths' of the remaining points based on the remaining points. Again choose the best curve and record the angle of rotation and the quadratic coefficient.
 Repeat this once more to get a total of 6 features.
Step 4:- 

Finally, add the aspect ratio (width/height) of graph as another feature, making a total of 7 correlation of input image with standard images (in the form of matrix) using XOR operation.
• Probability model for recognition.
Applications of Character Recognition:-

1. Spelling Counts:-

Of the two programs, Omni Page has the better spelling-checker interface. Its Proofread OCR window lets you move easily through the spelling-checker process, thanks to Ignore and Change buttons activated with the return key. On the other hand, Fine Reader requires you to click on every button with the mouse and open and close a new window whenever you wish to add a new word to Fine Reader's dictionary.

This is an important difference, considering that you'll spend a lot of time using the spelling checker. If our tests are any indication, you'll spend more time in Fine Reader's spelling checker than in Omni Page's, as Fine Reader questioned more words than Omni Page and, of those flagged words, got more of them wrong.

2. Practical Applications:-

In recent years, OCR (Optical Character Recognition) technology has been applied throughout the entire spectrum of industries, revolutionizing the document management process. OCR has enabled scanned documents to become more than just image files, turning into fully searchable documents with text content that is recognized by computers. With the help of OCR, people no longer need to manually retype important documents when entering them into electronic databases. Instead, OCR extracts relevant information and enters it automatically. The result is accurate, efficient information processing in less time. This has been in represented as, pictorial manner in Figure-3 given below.
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                                                           Figure -3

3. Banking:-

The uses of OCR vary across different fields. One widely known application is in banking, where OCR is used to process checks without human involvement. A check can be inserted into a machine, the writing on it is scanned instantly, and the correct amount of money is transferred. This technology has nearly been perfected for printed checks, and is fairly accurate for handwritten checks as well, though it occasionally requires manual confirmation. Overall, this reduces wait times in many banks.
4. Legal:-
In the legal industry, there has also been a significant movement to digitize paper documents. In order to save space and eliminate the need to sift through boxes of paper files, documents are being scanned and entered into computer databases. OCR further simplifies the process by making documents text-searchable, so that they are easier to locate and work with once in the database. Legal professionals now have fast, easy access to a huge library of documents in electronic format, which they can find simply by typing in a few keywords.

5. Healthcare:-
Healthcare has also seen an increase in the use of OCR technology to process paperwork. Healthcare professionals always have to deal with large volumes of forms for each patient, including insurance forms as well as general health forms. To keep up with all of this information, it is useful to input relevant data into an electronic database that can be accessed as necessary. Form processing tools, powered by OCR, are able to extract information from forms and put it into databases, so that every patient's data is promptly recorded. As a result, healthcare providers can focus on delivering the best possible service to every patient.

6. OCR in Other Industries:-
OCR is widely used in many other fields, including education, finance, and government agencies. OCR has made countless texts available online, saving money for students and allowing knowledge to be shared. Invoice imaging applications are used in many businesses to keep track of financial records and prevent a backlog of payments from piling up. In government agencies and independent organizations, OCR simplifies data collection and analysis, among other processes. As the technology continues to develop, more and more applications are found for OCR technology, including increased use of handwriting recognition. Furthermore, other technologies related to OCR, such as barcode recognition, are used daily in retail and other industries. To learn more about OCR solutions for your office, you can download a free trial of Maestro Recognition Server, CVISION's OCR toolkit, or Trapeze, our automated form-processing solution.
Limitations:-

Although Optical Character Recognition (OCR) scanning technology has increased rapidly over the years, there are, however, limitations in regards to the source materials and character formatting.

· Text from a source with a font size of less than 12 points will results in more errors.

· Most documents formatting are lost during text scanning, except for paragraph marks and tab stops. Sometimes bold, italics and underline are recognized, depending on your software.

· The output from a finished text scan will be a single column editable computer file. This computer file will always require spellchecking and proofreading as well as reformatting to desired final layout.

· Scanning of plain text files or spreadsheet print outs usually work; however the data needs to be reformatted to match the original.

· Source materials that often cause issues are: 

· Scanner quality-
Higher resolution scanners with quality optics will produce output which may be easier for the OCR software to more accurately convert to text characters. The scanner attached to the Multimedia Workstation is of fair quality and should be adequate for most OCR purposes. 

· OCR software-
How well the OCR software parses the scanned image and translates it to text characters is important. The OCR software on the Multimedia Workstation is Omni page Pro and where good image quality is involved it does accurate OCR. It is inevitable that the software will sometimes fail to convert some words (with possibly amusing results) but you will have the chance to correct any errors before saving the document. 
· Copy quality-
If you scan pages with microscopic text or pages with blobs of ink and debris you drastically increase the chance of poor OCR and extra time to correct the resulting spelling errors. Avoid scanning handwriting: the results may be hilarious but seldom anything useful will come of it. 
Conclusion:-

Clearly the term artificial neural networks encompass a great variety of different software packages with many different types of artificial neurons, network architectures, and learning rules.
 These different networks can, in turn, be applied to a diverse range of functions in everything from beer manufacturing to better understanding the properties of the biological brains on which they are based.
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